Kypc « ThéxmepHoe KoMrnbromepHoe 3peHue»

Tema Ne4A
«Pa3pexeHHasa 3D peKOHCTPYKUUA»

AHTOH KOHYLUWH



CTpyKTypa 13 ABUXEHUSA

[OBmxeHne npoekunn 3D ToYeK, BbI3BaAHHOE
OBWMKEHNEM KaMepbl, NO3BONMSET
onpenennTb kKoopanHaTtbl 3D To4ek
(cmpykmypy, structure) n camo aBmXeHune
Kamepsbl (0suxxeHue, motion).

OTO 3afadva «CTPYKTypa N3 OBMKEHNAY
(Structure from Motion, SfM)

Jpaons, sHIEMUE DO Pazaimuiunul yraasu sphis

o rpaknpt na nbie wer Oculus artifeiulis Telediopiricus ama. 1902 roxa



[Tpumep paboTbl STM




[Tomep NPUNoKEeHUA

MHCneKunAa B

TPYAHOAOCTYMHbIX MecTax no
CbEMKe C APOHOB

* Ctpoum 3D mogenb no
n3obpaxkeHnam

e Jlaém NHCTPYMEHTbI ANA
BM3Ya/IbHOrO N3y4YeHusn
n3obparkeHmna n otobpaxkeHus
B3anmoaencrtsma B 3D




% Project

dev.reconstructinc.com

PROJECT: MUIT.LUCHE_BRIDGE 2 day(s) left in trial o ]

FriFeb 24 2077

P =D = Point Cloud
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* Pas3pexeHHast pEKOHCTPYKLUNS MO N300paxeHnsam
* BigSFM

« COLMAP

« 3agaya SLAM

 Knaccuyeckum noaoxoa k SLAM

 HewnpoceteBou nogxoq kK SLAM



Cxema pa3spexeHHon 3D peKkoHCTPYKLUMU MO
N300paxxeHnam



3D peKoOHCTPYKLUUA NO N300pakeHUsaMm

Habop nsobpakeHum TpéxmepHas (3D) mogernsb

[Mpnmep 3agayvn: noctpoeHne 3D moagenu peanbHOro oobekTa
no Habopy dpoTorpadun N3 NHTEPHeTA

Source: Agarwal et. al. Building Rome in a Day. ICCV 2009



https://grail.cs.washington.edu/rome/rome_paper.pdf

PaspexxeHHasa peKOHCTPYKLUMSA
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Point features and matching Camera localization and structure estimation

* Ol'll/lpaeMCFl Ha COrnocCTaBJiIEHNE KITI04YEBbLIX TOYEK MeXOY I/|306pa)KeHVIFIMVI

* 3D pekoHcTpyKumsa B popme obnaka ToHek, COOTBETCTBYHOLLUUX HAWOEHHbIM
KITHOYEBLIM TOYKaM Ha U300paXXeHUsIX

* Pelwaem coBmecTHO onpeaeneHne 3[ To4yek, COOTBETCTBYIOLLNX KIHOYEBLIM, U
nonoXxeHne Kamep B MNPOCTPAHCTBE OTHOCUTENBHO HUX

» 3D pekoHCTpyKuMa — obpaTHad 3agadva K 3agade KOMNbLTEPHON rpadonku



VIHKpeMeHTanbHbIV Nnoaxoa

Knaccunyeckmin MHKpeMeHTarnbHbIN N0AX0oMd, B KOTOPOM M300paeHUa no ogHOMY
nobaeBnalTca B MoAenb A0 NOMHoro nepebopa Bcex n3obpa)keHui

Images Correspondence Search Incremental Reconstruction Reconstruction

- Initialization -

Image Registration

Outlier Filtering

Matching

Geometric Verification Triangulation Bundle Adjustment

2 @ =

Source: Structure-From-Motion Revisited. CVPR2016



https://openaccess.thecvf.com/content_cvpr_2016/papers/Schonberger_Structure-From-Motion_Revisited_CVPR_2016_paper.pdf

Konnekumn nsobpaxxeHum

fIiCkr Yaroo! Signed in 2s Jimanths

Home You Organize & Create Contacts Groups Explore
Search Photos = Groups = People

. Full Text | Tags Cnly
| Everyone's Upioads 7| |colosseum SFARCH [t

Sort: Relevant Recent  Interestng View. Small Medum  Detal Slideshaw

From Aquilant
From Joanol

From dawd.bank, From Raphael

From Mark Vy

HecKornbko MUNIMOHOB N300paXeHnn no Tery
«Romey



ObbIYHbIE dhoTOrpadunmn

* [Tony4eHbl pa3HbiMK NONb30BATENAMM C Pa3HbiX doToannapaTos

IPhone 3G Nikon D3



MHnumanmniauuga

BHYTPEHHEN

File
File
Camera make
Camera model
Date/Time
Resolution
Flash used
Focal length
I':XI‘H'I.‘"- ure time:
Aperture

ISO equiv.
Whitebalance

size

date

Metering Mode:
Exposure

Ctpyktypa EXIF-gaHHbIX

: program

85111

bytes
2005:12:16

Panasonic

A -
04:

12

: DMC-FZ20

2005:03:19 12:52:33
450 x 600

No

6 . Omm

0.0012 s (1/800)
£/5.6

80

Auto

matrix

(auto)

asonic Lumix DMC-FZ20 digital camera specifications

Panasonic Lumix DMC-+ 220

Yead ey oy 11D
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Frmart @ BB

Sensor size

0 125"
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MaTpuua 13 cneundukaumm

Kamep




Hangem cooTBETCTBYHOLME TOYKA
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INokanbHble geckpuntopbl: SIFT Descriptor
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Image gradients Keypoint descriptor

Histogram of oriented gradients (HoG)
« OnNucbiBaeM TEKCTYPY B OKPECTHOCTHU

* YCTONYMBBI K HEOONbLUMM CMELLEHUAM U
atdPUHHBIM Npeobpa3oBaHUAM

[Lowe, ICCV 1999]

K. Grauman, B. Leibe



o IR
ConocTasrneHne n3obpaxeHui O

« ConocTtaBnsgeM TO4YKM Mo JeCKPUNTopam

* PUNbTPYEM NOXHblE COOTBETCTBUA NO SNUNONAPHOU
reomMeTpuu

 [Insa atoro oyaem ¢ nomolbio RANSAC BbIMMCHATD
doyHOaMeHTanbHy MaTpuly

* [Mapbl, Mexay KOTOPbIMM MHOIO COOTBETCTBUMN, Oyaem
cuMnTaTb «CBSA3aHHbIMUY



[‘pad cBA3aHHOCTMN N300paXeHUN




ObbeM 3agavun

*250K nsobpaxeHun -> 31M nap nsodbpaxkeHnm

2 Napbl NU300pakeHnn B CekyHay
1 rog Ha 500 mawunHax

*1M nsobpaxeHun -> 500 000M nap nsobpaxkeHnn
*15 net Ha 500 malumHax

NI



[TONCK NOXOXKNX N300paKeHnm

 MeTog «MeLwok crnoB»
*ObyyaemM cnoBapb BM3yarbHbIX crioB padmepom 100K
*CTpOMM rmctorpaMmmy 4acTtoT Ansl KaXkgoro nsobpaxeHus:

frequency

s

PLOERLS B -

visual words

 [1ns kaxkgoro nsobpaxeHusa nuiem 40 Hanbdoriee noxoxXmx
« ConocTtaBnsieM TOUYKN MeXOY STUMU Napamm n3obpaxeHum
* Bbibnpaem xopolume napbl




Pe3ynbTaT conocTtaBrieHnm

MowHocTb aeckpuntopoB SIFT!



[pad

CBA3aHHOCTU N300paxeHumn




[TocTpoeHne «cnenoB»

Image 2
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Image 1

« OObeguHAEeM COOTBETCTBUSA B «Cnegbl»
*OTOpacbiBaeM HeE3aMKHYTHbIE crnefbl, Kak NoTeHUManbHbIE OLLIMOKM

* Mpumep (3000 nsobpaxenHuin), scero 1.5M+ criegos

*79% AOnuHbI 2

*90% OnuHbl <=3

*08% anuHbl <= 10

CamMbIv ANUHHBbIV cnep, 385 To4vek

Image 3




[‘pad cBA3aHHOCTU U300paXeHUn

[locrne nocTpoeHua crnenos

IcxogHble CCOOTBETCTBUS



>3
CTtaHgapTHas cxema LO»;

*BbIOOp ONOpHLIX Nap n3obpaxeHnn

*BbluncrieHne CTpyKTypbl Mo nape nsobpaxeHum
[locTpoeHne maTpuubl BHYTPEHHEN KannbpoBKK
*BbluncneHvne dpyHoameHTanbHOM U CyLeCTBEHHOMN MaTpULbI
*TprnaHrynauma Toyek
*YTOYHEHNE METOOOM CBA30K

«[lobaBneHne HOBbIX N300paXKeHNN
*KannbpoBka kamepbl N0 U3BECTHbIM 2D/3D CcOOTBETCTBUSM

*TpnaHrynaumna HoBbIX TOYEK
*YTOYHEHNE METOAOM CBSA30K



Bbibop onopHon napeobl




Bbibop onopHow napsl
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(+) bonbluas 6asa
(-) Mano To4ek

(+) MHOIro TO4eK
(-) manas 6a3sa

(+) MHOro Touek =%
(+) bonbluaga basa
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Bbi6op onopHon napel O

*BO3MOXKHbI pa3Hbie 3BPUCTUKN

[ omorpadoua nnoxo onuckLIBaeT CLUEHY, Koraa cueHa He
nrocKasi, U CyleCcTBEHHbIV napannakc (bonbluaa 6asa)
[Tpumep:

* Bo3bmeM napsbl, B KOTOpbIX > 100 COOTBETCTBUA

* Bbluncnum romorpadpumio n dyHaameHTanbHyo Mmatpuuy

* Beibepem napy nsobpaxeHnm, MUHUMN3NPYIOLLEE OTHOLLIEHWE:

numInliersyomography

numlnliersSgpatrix



[TprMepbl PEKOHCTPYKUNNA

Dubrovnik, Croatia.

# images downloaded: 57,845

Size of largest connected component: 4,619
# points: “2M

# observations: ~11.3M

Time: 18 hours
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BigSFM



BigSFM

BigSFM: Reconstructing the World from Internet Photos

Our group is working on building a 3D model of the world from online photo collections, and our research spans several areas, from image
features, to large-scale image matching, to structure-from-motion optimization, to applications such as location recognition. This page
summarizes our work, has links to code and datasets we have made available, and has a description of each project.

Cornell Participants (and alumni): Noah Snavely (Cornell), David Crandall (Indiana University), Daniel Hauagge (Cornell),
Kyle Wilson (Cornell), Song Cao (Cornell), Yin Lou (Cornell), Yunpeng Li (EPFL), Andrew Owens (MIT),
Johannes Gehrke (Cornell) Dan Huttenlocher (Cornell)

Other Collaborators: Sameer Agarwal (University of Washington and Google), Brian Curless (UW),
Yasutaka Furukawa (Google), Steve Seitz (UW), Ian Simon (UW), Rick Szeliski (Microsoft Research)

We gratefully acknowledge the support of the following sponsors:

@ s [B] Microsor [

National Sqence Amazpn Web Servnces MIT Lincoln Labs Micissah Ip Data to
Foundation in Education T W Insight Center

http://www.cs.cornell.edu/projects/bigsfm/



http://www.cs.cornell.edu/projects/bigsfm/

[[no6anbHOE NO3NLIMOHMPOBAHMNE

- — Landmarks | | UPLOAD 20 @0 Q0 |

=4

Input photo
with matches

Tagis Sofia. lissbul

Dowmsran Hong Kong

Output pose estimate

Nwem noxoxune gootorpadum +
COMOCTaBMNAET MO KIMOYEBbLIM
OCOBEHHOCTAM € 3 ToYKaMu




BusyanbHaga XxpoHornorua

Scene Chronology

Kevin Matzen and Noah Snavely
Cornell University

ECCV 2014
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COLMAP

# COLMAP
Docs » COLMAP View page source

Search docs

COLMAP

Installation

Tutorial

Database Format
Camera Models

Output Format
Datasets

Graphical User Interface
Command-line Interface

Frequently Asked Questions

Changelog

Contribution
License

Bibliography

https://colmap.qithub.io/



https://colmap.github.io/

YnyduweHue rpada cueHbl

Images Correspondence Search

Matching

Geometric Verification

Incremental Reconstruction

- Initialization -

¢ Image Registration

Triangulation

Outlier Filtering

Bundle Adjustment

yron

Source: Structure-From-Motion Revisited. CVPR2016

 [1ns KannbpoBaHHbIX Nap M3006paxXeHNn CYNTAEM TaKKe CYLLLECTBEHHYIO
MaTpULYy, ABMKEHUE KaMepbl, TPMaHTYNIMpyeM TOYKU U a,, - MeAWaHHbIN’

« Ecnn napa kagpoB XopoLUo onucbkiBaeTcst romorpaduen, To 3To
NMO3BONMUT HAM pasnuyaTb YMCTbIV NOBOPOT (NaHOPaMy) M MIOCKYH CLEHY

« [Ina ToYeK Ha rpaHnLe cynTaeM npeobpasoBaHne nogodus, n ecnu
0N TakNX ToYeK, yaoBneTBopsAoLLmnX F nnu E Bbicoka, TO BEPOSATHO 3TO
TOYKM BOASAHbIX 3HAKOB, MO3TOMY Takue Kaapbl Mbl BblbpackiBaem


https://openaccess.thecvf.com/content_cvpr_2016/papers/Schonberger_Structure-From-Motion_Revisited_CVPR_2016_paper.pdf

Bbibop cneaytoulero nyywlero kaapa

Images

Correspondence Search

Matching

Geometric Verification

- Initialization -

Incremental Reconstruction

Image Registration Outlier Filtering

Bundle Adjustment

Triangulation

2 g =

Score = 146

° L @000

o000

o ° ® °

Figure 3. Scores for different number of points (left and right) with
different distributions (top and bottom) in the image for L = 3.

Score = 80

Score = 200

Source: Structure-From-Motion Revisited. CVPR2016

» Bbibop cneaytowiero kagpa ans uTepatMBHOro MeToaa
OCOOEHHO BaXkeH, T.K. OLUMOKK MOryT HakannmMBaTbCs

« PaccmartpuBaem kagpsbl, Yy KOTOPbIX > Ny
TPUaHrynMpoBaHHbIX TOYEK

* MpeanoxeHa npoLeaypa OLEeHK/ KavyecTBa
pacnpeaeneHnsa Toyek

» Pa3buBaem nsobpaxeHmne ceTkon, CHUMTaemM HYUCro
3amnofHEHHbIX KNEeTOoK, KaXaon HasdHa4vasi Bec
NponopunoHanbHO Nfowaau


https://openaccess.thecvf.com/content_cvpr_2016/papers/Schonberger_Structure-From-Motion_Revisited_CVPR_2016_paper.pdf

PobacTHasa TpuaHrynauus

Correspondence Search Incremental Reconstruction

- Initialization -

¢ Image Registration

Matching Ouitlier Filtering

Geometric Verification Triangulation Bundle Adjustment

Source: Structure-From-Motion Revisited. CVPR2016

* [lpegnonaraem, 4YTo B cnegax MoryT 6bITb OLUMOKK, MO3TOMY NPUMEHSIEM
meTog RANSAC ons MHOrokagpoBon TpUaHrynaumm

* CsmnnmpyeM TOJIbKO YHUKAJIbHbIE€ Napbl TOYEK

» I3HayanbHO npegnonaraem masnyto 4O UCTUHHBIX COOTBETCTBUM,
nepecynTbiBaem oLeHKy B npouecce RANSAC



https://openaccess.thecvf.com/content_cvpr_2016/papers/Schonberger_Structure-From-Motion_Revisited_CVPR_2016_paper.pdf

Bundle Adjustment

Correspondence Search Incremental Reconstruction

- Initialization -

¢ Image Registration

Matching Ouitlier Filtering

Geometric Verification Triangulation Bundle Adjustment

Source: Structure-From-Motion Revisited. CVPR2016

* [NpnmeHaem Local BA Ha maneHbKuX rpynnax TeCHO CBA3aHHbIX KagpoB
nocne gobaBrfieHNs KaXXaoro kagpa

* [NlpumeHaem Global BA Tonbko npu yBenuyenunn 31 mogenu Ha
ornpeneneHHy BeNMYnHy

* UTepaTneHasa cxema c ounbTpalmnen:

* [Mepen BA NOBTOPHO TPUAHIynMpyem TOYKU U UnbTpyeM NoxHble (4TobbI He nopTunn BA)

* [Mocne BA cHoBa TpuaHrynupyem, 4toobl 4OMNOMHUTbL MOAENb TOYKAaMU, KOTOPbIE MOTMN MI0X0
oLEeHMBaTbCA N3-3a olMbKax B No3ax U T.4., U OTPUNbTPOBATb NOXHbIE.

* [NoBTOpPsiem BA, NOCKOMbKY B NPOLUYHO UTEPALIMIO MOTAN UCMNOSb30BaTbLCS JIOXKHbLIE U
ncKa)kaTb BCE


https://openaccess.thecvf.com/content_cvpr_2016/papers/Schonberger_Structure-From-Motion_Revisited_CVPR_2016_paper.pdf

Redundant View Mining

Correspondence Search Incremental Reconstruction

- Initialization -

¢ Image Registration

Matching Ouitlier Filtering

Geometric Verification Triangulation Bundle Adjustment

Source: Structure-From-Motion Revisited. CVPR2016

« MoXeMm «cxnonbiBaTb» 04eHb OnM3KMe pakypcbl B OAWNH

« OTO CYLWECTBEHHO YCKOpPSIET paboTy, B nepsyto odepenb BA bes
noTepn TOYHOCTU


https://openaccess.thecvf.com/content_cvpr_2016/papers/Schonberger_Structure-From-Motion_Revisited_CVPR_2016_paper.pdf

CpaBHeHMe ¢ aHanoramu
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Figure 9. Reconstruction of Gendarmenmarkt [61] for Bundler
(left) and our method (right).



CpaBHeHMe ¢ aHanoramu

# Images # Registered # Points (Avg. Track Length) Time [s] Avg. Reproj. Error [px]

Theia Bundler VSFM Ours Theia Bundler VSFM Ours Theia Bundler VSFM Ours Theia Bundler VSFM  OQurs
Rome [ ] 74,394 - 13,455 14,797 200918 - 5.4M 12.9M 5.3M - 295200 6,012 10912 - - - -
Quad [ /] 6,514 - 5,028 5.624 5860 - 10.5M 0.8M 1.2M - 223200 2,124 3,791 - - - -
Dubrovnik | ] 6,044 - - - 5913 - - - 1.35M -~ - - 3821 - - - -
Alamo [1] 2915 582 647 609 666 146K (6.0) 127K (4.5) 124K (8.9) 94K (11.6) 874 22025 495 882 1.47 2.29 070 0.68
Ellis Island [ ] 2,587 231 286 297 315 29K (49) 39K ({4.1) 61K (5.5 64K (6.8) 94 12,798 240 332 241 2.24 071  0.70
Gendarmenmarkt [0 1,463 703 302 807 861 87K (3.8) 93K (3.7) 138K (49) 123K (6.1) 202 465.213 412 627 2.19 1.59 0.71 0.68
Madrid Metropolis [ ] 1,344 351 330 309 368 47K (5.0) 27K (3.2) 48K (5.2) 43K (6.6) 95 21,633 203 251 1.48 1.62 0.59 0.60
Montreal Notre Dame [ || 2,298 464 501 49] 506 154K (54) 135K (4.6) 110K (7.1) 98K (8.7) 207 112,171 418 723 2.01 1.92 0.88 081
NYC Library [ 1] 2,550 339 400 411 453 66K (4.1) TIK(3.7) 95K (5.5) TTIK (7.1) 194 36462 327 420 1.89 1.84 0.67 0.69
Piazza del Popolo ||| 2,251 335 376 403 437 36K (5.2) 34K (3.7) 50K (7.2) 47K (8.8) 89 33,805 275 380 2.11 1.76 076 0.72
Piccadilly [/ 1] 7,351 2.270 1,087 2,161 2336 197K (4.9) 197K (3.9) 245K (6.9) 260K (7.9) 1,427 478956 1,236 1961 2.33 1.79 079 0.75
Roman Forum [+ /] 2,364 1,074 885 1,320 1409 261K (4.9) 281K (44) 278K (5.7) 222K (7.8) 1,302 587451 748 1,041 2.07 1.66 0.69 0.70
Tower of London ||| 1,576 468 569 547 578 140K (5.2) 151K (4.8) 143K (5.7) 109K (7.4) 201 184,905 497 678 1.86 1.54 0.59 0.61
Trafalgar [ | ] 15,685 5.067 1.257 5.087 5211 381K (4.8) 196K (3.7) 497K (8.7) 450K (10.1) 1,494 612452 3921 5,122 2.09 2.07 079 0.74
Union Square [/ 1] 5.961 720 649 658 763 35K (5.3) 48K (3.7) 43K (7.1) 53K (8.2) 131 56,317 556 693 2.36 3.22 0.68 0.67
Vienna Cathedral [/ /] 6,288 858 853 890 933 259K (4.9) 276K (4.6) 231K (7.6) 190K (9.8) 764 567,213 899  1.244 245 .69 0.80 0.74
Yorkminster | ] 3,368 429 379 427 456 143K (4.5) 71K (3.9) 130K (5.2) 105K (6.8) 164 34,641 661 997 2.38 2.61 0.72 0.70

Table 1. Reconstruction results for state-of-the-art SfM systems on large-scale unordered Internet photo collections.



[Tpobnema NoBTOPSAOLWMXCH CTPYKTYP

https://github.com/rajkataria/ReliableResectioning (3DV 2020)



https://github.com/rajkataria/ReliableResectioning

Resectioning — gobaBneHmne HOBOro Kaapa

Resectioning Is a critical step

1. Select image that views the most triangulated points

2. Estimate pose of image using all the triangulated points
(PnP algorithm using RANSAC)

46



[MeHanusauna onmMHHbIX crneanos

)
T

Robust Matches: 717 B Robust Matches: 458
AAM Matches: 50.69 AAM Matches: 11.75

Ambiguity-adjusted match score (AAM): Discount longer tracks that are more likely to correspond
to duplicate structures




CopTupoBka kagpoB no AAM score

» Local resectioning order uses most similar image

 We use points from a smaller set of reliable images to determine resectioning order
and pose estimation

48



[loaxon K pecekuunn

Local pose estimation uses reliable images only

Use points from a smaller set of reliable images to determine resectioning order and pose
estimation

Mmax

2 1 3 S
O E]Eh

49



[logxopn K pecekumnn

Local pose estimation uses reliable images only

Use points from a smaller set of reliable images to determine resectioning order and
pose estimation

50



YnyJlieHne ctaHAapTHbIX NOAXOA0B

Local resectioning using ambiguity-adjusted matches compared against baselines (standard
OpenSfM and COI MAP ninelines)

Duplicate
Structures Dataset

UIUCTag Dataset

TanksAndTemples
Dataset

OpenSfM w/ Our COLMAP w/ Our
OpenSiM Resectioning COLMAP Resectioning

3 Partial Successes
2 Partial Successes
3 Partial Successes




[Mpumep - Cereal (DuplicateStructures)

OpenSfM (OURS)




[Mpumep - ece floor3 loop cw (UIUCTag)

OpenSfM
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[Mpumep - TempleOfHeaven (Internet)

OpenSfM (OURS)
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MOo>XXHO nn ynyJwunTb 3a cyeT DL-To4ek?

Image Matching Across Wide Baselines: From Paper to Practice

Yuhe Jin - Dmytro Mishkin - Anastasiia Mishchuk - Jiri Matas - Pascal Fua -
Kwang Moo Yi - Eduard Trulls

Number of lmages Number of images

Local featured type Local feature type
100 200 400 800 all 100 vs. all 200 vs. all 400 vs. all 800 vs. all
- = = = = = SIFT [54] 0.589/0.22° 0.31°/0.08° 0.23°/0.05° 0.18°/0.04°
SIFT [54] 0.06% 0.09° 0.06" 0.07° 0.09 SIFT (Upright) [54]  0.52°/0.16° 0.29° /0.08° 0.22° /0.05° 0.16° /0.03°
SIFT (Upright) [54] 0.07° 0.07° 0.04° 0.06° 0.09° ?ardfael'(?f”ﬁm) [62] c;gg;g;? ?ﬁ;gg ?33;822 8;2;823
Rk uperPoint [3 22°70.71° 1.11°/70.67° 1.08°/0.48° 0.74° /0.38°
SuperPoint [34] 0.31° 0.25° 0.33° 0.19° 0.32°
R2D2 [80] 0.12° 0.08° 0.07° 0.08° 0.05°

Table 3 Pose convergence in SfM. We report the mean/median of
the difference (in degrees) between the poses extracted with the full set

e = of 1179 images for “Sacre Coeur”, and different subsets of it, for four
Table 2 Standard deviation of the Pose difference of three local feature methods — to keep the results comparable we only look at

COLMAP runs with different number of images. Most of them are the 100 images in common across all subsets. We report the maximum
below 0.1° . exce pt for SuperPoint. among the angular difference between rotation matrices and translation
vectors. The estimated poses are stable, with as little as 100 images.
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Compared to
SIFT (Upright) HardNet (Upright)  SuperPoint R2D2
SIFT [54] 0.20° /0.05° 0.26° /0.05° 1.01° 70.62° 0.26° /0.09°

Reference

Table 4 Difference between poses obtained with different local
features. We report the mean/median of the difference (in degrees)
between the poses extracted with SIFT (Upright), HardNet (Upright),
SuperPoint, or R2D2, and those extracted with SIFT. We use the max-
imum of the angular difference between rotation matrices and transla-
tion vectors. SIFT (Upright), HardNet (Upright), and R2D2 give near-
identical results to SIFT.

(b) SuperPoint (¢c) R2D2

Fig. 6 COLMAP with different local features. We show the recon-
structed point cloud for the scene “Sacre Coeur” using three different
local features: SIFT, SuperPoint, and R2D2, using all images available
(1179). The reconstructions with SIFT and R2D2 are both dense, albeit
somewhat different. The reconstruction with SuperPoint is quite dense,
considering it can only extract a much smaller number of features ef-
fectively, but its poses appear less accurate.
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