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1. 3agaya knaccuukaumm nobpakeHnm n gataceThbl



buHapHasa knaccudpukaumna

* ECTb nn Ha aTOM M30bpakeHun newexoq?
 buHapHbin oTBeTy € [0,1],1 — ga,0 — HeT
* AnbTepHaTuUBHblE OPMYNUPOBKU

* OueHka BepOATHOCTU MOMOXUTENBHOIO OTBETA Pyes € [0,1]

* OueHKn BEpOATHOCTM 000X OTBETOB py,cs € [0,1], ppo € [0,1],
Pyes T Pno = 1
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MHoroknaccoBasi knaccudukaums &>

» Kakon ObekT rnokasaH Ha 3TOM N300paxxeHnn?

e Cnuncok s KnaccoB 3agaH n3Ha4vanbHO

« OTanoOHHbIN OTBET - METKa Kfacca y € [1, 5]

* AnbTepHaTUBHbIM BapWaHT, CIUCOK OLIEHEHHbIX
(estimated) BeposaATHOCTEWN:

* pi € [0;1];i = [1;5] ,Zpi =1



My>X4unHa

Asnar
bopoaart

YnblOaeTcs

ATPUOYTbI — « TUNUYHBIE» XapaKTEPUCTUKN ObBbEKTAa

« [lna yenoseka - nosn, Bo3pacT, paca, bopoaa, ychl,
ynblOKa, o4kn 1 T.4.

Mo>xem cBecTu K 3aga4am Knaccudunkaumm
« Onpepenexnune nona — buHapHas knaccudukaums
« OnpepeneHne pacbl — MHOroknaccoBas Knaccudukaums

« OnpepeneHne Bo3pacTta — nMbo Krnaccndmkaumns (Bo3pacTHble
rpynnbl), IM6O perpeccusa (onpegeneHne YncrioBoro
napameTpa)



[lokasaTenn kadecTtBa («KMETPUKUY»)
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1) % npaBurbHO KnaccnduumupoBaHHbIX N300paXkeHnn

Dataset ] CNN | Original | BP[25] | CBP[11] | KP | Others
CUB [47] VGG-16 [35] 73.1% 84.1 84.3 86.2 82.0 84.1
ResNet-50 [ 5] 78.4 N/A 81.6 84.7 [1¥] [16]
Stanford Car [19] VGG-16 79.8%* 91.3 91.2 924 92.6 82.7
ResNet-50 84.7 N/A 88.6 91.1 [1¥] [14]
Aircraft [27] VGG-16 74.1% 84.1 84.1 86.9 80.7
ResNet-50 79.2 N/A 81.6 85.7 [14]
Food-101 [/] VGG-16 81.2 82.4 82.4 84.2 | 50.76
ResNet-50 82.1 N/A 83.2 85.5 [4]

Table 2. Performance comparisons among all baselines, where KP is the proposed kernel pooling method with learned coefficients. Fol-
lowing the standard experimental setup, we use the input size of 448 x 448 for CUB, Stanford Car and Aircraft datasets except the original
VGG-16 (marked by an asterisk *), which requires a fixed input size of 224 x 224. For Food-101, we use the input size of 224 x 224 for

all the baselines.

2) Rank X

« Ecnun knaccudmkauma MHOroknaccoBasl, Mbl paHXUpyem paHXupyem Bce

BbIXOAbl MO Ka4eCTBY

* Ecnn nctnHHbIM OTBET NoONagaeT B nepBbie X BbIXOA0B, TOraa pesyrnbsrar

cunTaeTcs BepHbIM (4acTo X=95)



[loMmeHbl AaHHbIX

« Kaxabih anroputMm KOMMNbOTEPHOIO 3peHna paspabdaTbiBaeTcsa Anga paboThl €
onpeaeHHoON BbIDOPKOW N300paXeHn U3 HEKOTOPOro pacnpeneneHus
(statistical population) nsobpaxeHumn (ewwe HasblBaeTcs OOMEHOM)

« PacnpegneneHune Bcex «BanuaHbIX» (Org anropntmMa) n3obpaxeHum:
o img~P(l),I € RAXWxC

* Anroputmbl paboTtatoT, UCMOoSib3ya CBOMCTBA N 3aKOHOMEPHOCTU B
paccMmaTpuBaeMoun BbIOOpKe OAaHHbIX

* [lpmMmepbl JOMEHOB — PEHreHbI NNIErKUX, AAHHbIE BUAEOHabnogeHuns, nuua
nogen, u T.A4.



CIFAR-10 n CIFAR-100

Bbibopku n3 TinyPictures
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http://www.cs.toronto.edu/~kriz/cifar.html

CIFAR-10

10 knaccos

* 60000 naobpaxeHum

« 5000 oby4arowmx n 1000
TECTOBbIX Ha Knacc

CIFAR-100

100 knaccos
* 60000 naobpaxeHum

« 500 oby4atowmx n 100
TEeCTOBbIX Ha Kacc

Learning Multiple Layers of Features from Tiny Images, Alex Krizhevsky, 2009.

L
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http://www.cs.toronto.edu/~kriz/cifar.htm

ImageNet

Llenb: cobpatb konnekuuto ¢ 1000 nsobpaxeHnn Ha kaxabin n3 117000 kaTeropui

~14 000 000 n3obpaxeHum (~1 000 000 c aHHOTaUKMEN OrpaHNYMBaAOLLMMU
NPAMOYroSibHUKaMK)

~ 22 000 He nycTbix knacca (~10 000 knaccos ¢ 6onee 4yem 1000 npumepamm)
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Synset: people has bounding box

Definition: (plural) any group of human beings (men or women or children) collectively; "old people"; "there were at
least 200 people in the audience"
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Synset: homo. man, human being, human has bounding box

Definition: any living or extinct member of the family Hominidae characterized by superior intelligence, articulate
speech, and erect carriage
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Synset: child. kid has bounding box

Definition: a human offspring (son or daughter) of any age; "they had three children"; "they were able to send their
kids to college”.

Source: http://image-net.org



[Tpobriembl ¢ pasmeTkon B ImageNet

mite ___ container ship

motor scooter

motor scooter

mite container ship

black widow lifeboat
cockroach amphibian
tick fireboat

starfish drilling platform

go-kart
moped
bumper car
golfcart

jaguar
cheetah
snow leopard

Egyptian cat

grille cherry ad agascar cat
~ convertible agaric dalmatian squirrel monkey |
grille mushroom grape | spider monkey

pickup jelly fungus elderberry titi

beach wagon gill fungus |ffordshire bullterrier )_' indri
fire engine | dead-man’'s-fingers currant howler monkey




Openlmages

[Tpmep microwave oven

Llenb — cpenatb camMyro 60/bLUYIO
OTKPbITYO KOMNEKLMIO U306paXKeHNI
N3 peanbHOM XN3HWN C pa3HOO6pa3HOM
pa3MeTKou

O MJTH. N306pa)KeHni C NnLeH3nen
CCBY 2.0

59,919,574 metok anda 19,957
KaTeropuu

[ns Tex ke n3obpaXKxeHnin eCTb MHOIo
APYrnx BUAOB pa3MeToK, Hanpumep,
NTOKaNM30BaHHbIe TEKCTOBbIE ONUCAHUS

https://storage.googleapis.com/openimages/web/index.html



https://storage.googleapis.com/openimages/web/index.html

P

Fine-graded classification @"—

« KOHKpeTHbIe ak3eMnnsapbl (BUabI)
B paMKax oOHOU KaTeropumu

Figure 7. Images we used for visual recognition. From left to right,
each column contains examples from CUB Bird [ ], Stanford Car
[19], Aircraft [27] and Food-101 [].



\f\—‘—/"
Kak roToBUTb KOMnekumm? &>

” Kowrapadon A Weck el rovcad Saw il e VoV 5
) S L 0./ = A . 4 V4 / y
r c2a "‘/l’.'.'{.'l' e SOptele lec /}A ot /r e /wr W dCoiecs le //.".- e /f 127 r//v noantl e yew

* Mechanical Turk - Automaton Chess Player — pofoT, urpaswuvn B Liaxmarbl
« ABTOMaTOH aABUraet ourypel, roBoput «Hek» n obbirpbiBaeTt Bcex!

« C 1770 no 1854 passnekasn nyonuky, Tonbko B 1820 rogy packpbinv obmaH



Galaxy Zoo

http://www.galaxyzoo.org/

« Knaccudoumkaumns nsobdpaxxeHunn ranakTumk
e [lepBbl MacTabHbIN MPOEKT TAaKOro poaa

 bornee 150000 BonoHTEPOB 3a NepBbIN rod becnnaTHo caenanu
bonee 60 MIH. METOK


http://www.galaxyzoo.org/

\f\—'—/L
Anpekc.Tonoka u ap. &>

Kakmue 0OBeKkThI NPUCYTCBYIOT Ha KapTuHke 7
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MawmHb
Benocuneas!
MoToumKns
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Huuero

Ana nepexmoyerns mexay
N300paXEHNAMK NCNONBIYHTE
KHOMNKK B8 BerHeﬁ HacT¥ 3xpasa
uNu Knasuwm “—"un "—" ua
Knasuarype

Buifop sapuasTa oTeerTa MOXHO
CAeNaTh C NOMOLSI0 KNABHATYDE!
Knasmwwor 1 no 9,
COOTBETCTRYIOWME NOACKAIKaM

Ans macwrabuposaums
NONBIYWTECS KONECUKOM MEILLN
WK KNaBuiamm "+ n "

https://habr.com/ru/company/yandex/bloq/427605/



https://habr.com/ru/company/yandex/blog/427605/

2. JlnHenHasa knaccunukauus n nepcrnenTpoH



CTpyKTypa Mo3ra yenoBeka

HewnpoceTb

TUnUuyHasa CTPYKTypa HeUpoHa

KoHuesan sBeTeb

eHAPWT
agtio (tepMuHanL) aKCOHa
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OTaenbHbIA HENPOH



JIlnHenHaa moaenb MakKannoka-l1lutTtca

KoHuyesan BeTBbL
ﬂeHApuT (TepMUHanL) aKCoHa @
’S.s p)
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a(x,w) = f() wix; + b)
=1

e W; - BECOBble KOOI PULNEHTbI CUHANTUYECKNX CBA3EN
* b - bias (MHorga w, - Nnopor akTMBaunn)

« () — dbyHKUMA akTMBaALUK



HenpoH Kak NMMHEUHbIN KnaccnukaTop

a(x, w) = f(z wix; + b)
=1

X;TIOJIOKUTEJIbHbIE: X; W+ b =0
X;0TpUulaTeyJbHble: X; - W+ b <0

* HeWpoH ¢ pyHKUMEN aKTUBaUMK Sign 3adaeT OMHapPHbIN NUHEWHBIW KriaccudukaTop
(rMnNepnsiocKoCTb B X)

« «O0y4eHne» HelpoHa = HacTpourKka BecoB W; U b

* HacTtpaunBaTb Beca NMHEWHOro KraccudukaTtopa MoXXem no odby4varoulen Bolibopke ¢
NCNOofb30BaHNEM rPagMeHTHOro cnycka, MUHUMU3NPYS BblIOpaHHY0 OYHKLMIO NOTEPL
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HanoMuHaHWe Npo rpagneHTHBbIN CiycK &>

J(w) : Initial

: / Gradient
weight \ !
l'
J
‘: I
J
U

[}
¥ / Global cost minimum
’{/—""’/ Jmin(w)

>
w

EcTb oyHKUMA CTOMMOCTM OT NapaMeTpPoB w, HY>KHON HAUTW NapamMeTpbl, NP KOTOPbIX OHa
OOCTUraeT MUHUMYMa

Cuntaem rpagmeHT YHKLUUKM C TOYKE Ha4arbHOro NpubnmKkeHns n caBuraemMm w B CTOPOHY
YMEHbLUEHNS CTOMMOCTHU

[ToBTOpPsAEM 0O CXOAMMOCTM

[Tonagaem B fIOKanbHbIA MUHUMYM (KOTOPbLIN MOXET ObITb r106anbHbIM, UITU HET)



MHoroknaccosaa nMHenHasa Knaccudgukaums

L
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Input Output

JInHenHbIN nepcenTpoH

car classifier

airplane classifier Q

deer classifier
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MHoroknaccosas nMHeENHasA Knaccmdukaumng @- 7

stretch pixels into single column

02 (05| 0.1 | 2.0 56 1.1 -96.8 | cat score

(SR ENNCON | 231 | o EEE . EEECEl oo

n—— 0 |025| 0.2 | -0.3 -1.2 :
input image 24 61.95 ship score




OyHKUMA NoTepb ANA MHOMOK1accoBOW Knaccudukaumnmm

« Categorical cross-entropy loss
* UN3mepseT 6NM30CTb MICTUHHOIO M OLLEHEHHOIO pacnpeaerieHnss MeTokK

K
L(g,y) = — ) y" logg™
k

« bynem nHtepnpeTnpoBaTthb BbIXOAbl (SCOre) Kak HEHOPMarM3oBaHHbIN
norapndom BEPOSATHOCTU N Nogaaum Ha BXop, softmax npeobpasoBaHuio

X = X1, ., X X
l

softmax(x;) = o
¢ et
j=1
 [locrne aToro nonydyaemM METKU — OLEHKY BEPOATHOCTU NPUHAASIEXXHOCTU

Krnaccy

=

[NoopobHee MmoxHO TyT: https://sisyphus.gitbook.io/project/deep-learning-basics/basics/multi-class-and-cross-entropy-loss



https://sisyphus.gitbook.io/project/deep-learning-basics/basics/multi-class-and-cross-entropy-loss

MHoroknaccosaa nMHenHasa Knaccudgukaums

L
S

matrix multiply + bias offset

0.0

0.2

-2.85

0.01 | -005 | 0.1 | 0.05 15
0.7 0.2 0.05 0.16 ¥ 4
0.0 -0.45 -0.2 0.03 44

%4 56

0.86

0.28

exp

0.058

2.36

1.32

cross-entropy loss (Softmax)

normalize
B

(to sum
to one)

0.016

0.631

0.353

- 10g(0.353)

1.04




[lpeactaBMMOCTb PYHKLMN HENPOCETAMMU

* OObIYHbIN NepcnenTPOH N HENMPOH peanuayoT JIMHENHYIO Knaccudunkaumio

* A cynepnoauumen (CeTbto) HEMPOHOB?



Jlornyeckue anemeHTbl

Oyukunn U, NJIN, HE oT buHapHbix nepemeHHbIX X

Xl/\X2::X1—|—X2—%>O];

x'vx® =[xt +x2-1>0];

—x! = :—X1+%>0];
1 7
X ~ -
\ :O o
x2—1 Z e (X1 A X2) ; \
3 i
-1 ¥ CE— :
0 1
1 HIIH
X \1\— 1 o .
Pl }(Xl i)
L=

1 2

n X=.



Nckntovarowee UJTN (XOR)

Pynkyus xt @ x? = [x1 + X2] He peannsyemMa ogHUM HENPOHOM.
[1Ba cnocoba peanusayuu:
@ [lobaBneHnem HeMHENHOro NpusHaka:
Xl@X2::X1—|—X 2XX——>O]

@ Cetbto (pByxcnoitHoin cynepno3uuuein) dpynkuuii U, NI, HE:

. 1
xtax? = [(x'vx?) = (x* Ax?) =5 >0].

14t chocod
1 :. (o]
\ > E

\ o
+1\ 0do °
. E — (Xl = X2) 0 1
1 —1/ 241l cnocob

~ 1qe 0
@ﬁ“” 21y N




[TpnbnmxeHne PyHKUMN HENPOCETLIO

YTBepxaeHue

Jlrobas byneea pyHkunsa npeactasuma B Buge AHD,
c/lefjoBaTesIbHO, U B BUJE ABYXCJIONHOW CETH.

PelwieHune TpuHaguatoii npobnemsl [ nnsbepra:

Teopema (Konmoropos, 1957)

Jltobasi HenpepblBHAsA PYHKLUMS N apryMeHTOB Ha eAUHUYHOM Kybe
[0,1]” npeacTaBuma B Bue Cyneprno3nLmm HempepbiBHbIX PyHKLUT
OJHOrO aprymMeHTa 1 onepaLun CAOXKEHUS:

2n+1 n
1 .2 ny __ e (3!
f(x ,x%,....x") = g hye oi(x') ],
k=1 i=1

roe hy, ©jx — HenpepbiBHblE PYHKLUWN, U @ HEe 3aBUCAT OT f.




[lpeocTaBMMOCTb PYHKLNN

* WToOro, TeopeTmnyeckm gokasaHo, YTO C MOMOLLbIO JIMHEUHbIX onepaunn u
OQHON HENUHENHON OYHKLUN aKTMBALMN MOXHO BbIYNCITUTL NHOBYI0
HenpepbIBHYIO PYHKUNIO C 000N XKernaemMomn TOYHOCTbIO

« OpgHako 13 gokasaTenbCTB He creayeT, Kak AormkHa ObiTb YCTPOEHa CeTb,
CKONbKO B HEW OOJTKHO ObITb HEMPOHOB, Kakne y HUX A0 KHbI ObiTh Beca



3aJaHne HEUpPOCETH
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Hidden layers
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:Outputs

x=w,f(z,) + w,f(z,) + w,f(z,)

x is called the total input
to the neuron, and f(x)
IS its output

ApXnUTeKTypa HeMpoCeTn — B3BELLEHHbLIN OPUEHTUPOBAHHbBIN rpad, B KOTOPOM BEPLUMHLI —

HENPOHbI, pebpa — cBA3U

*  Apxutektypy 0bbl4HO 3aga€ET pa3paboTymMK Ha OCHOBAHUM ONbITa U «JTy4LLMX NPUMEPOB»
» ApXuUTekTypy TONbKO HeaaBHO Ha4vanu «yunTtb» (Neural Architecture Search)

Beca HenpoceTn — COBOKYNHOCTL BECOB BCeX PEDep (Beca KaXkaoro HEMpPOHa)

« HacTpolika BecoB — «0by4YeHne» HempoceTun, AN 3TOro NPeAoXXeHO HECKONbKO NOAXOA0B
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MHOrocnomHbI nepcenTpoH <©)
Output » o
e W) ® W * [pomexyTouHbIe Crion —
«CKpPbITbIEY
. « Ecnu Kaxxgblh HEUPOH CIoS
Hidden CBSA3aH C KaXgblM HEMPOHOM
layer @ @ @ @ @ P
. TP npeablayLwero cnog, 1o
5784 Takou crnomn —

o AITER nonHoceasaHHbIn (fully
laden
layer @ @ @ @ @ @ ConneCted)

NOAX * HeWnpoHbl CKPbITbIX CINOEB

0ObLIYHO NMEKT PYHKLNIO
aKTuBaunu (HENMMHENHYIO)

Input layer ry T2 I3 I4



MHorocnounHas feed-forward HenpoceTb

Mycte anst obwrocTn Y = RM | nna npocToThl cnoés Tosibko ABa.

BXOLHOWN CNOWN, CKPbITbIA C/OM, BbIXOAHOW CJION,
N NPU3HAKOB H HelipoHoB M wnelipoHoB
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» [lepepayva curHanoB MOeT B ogHoMm HanpasneHuu (feed-forward)

« CeTb MOXHO pa3gennTb Ha «CION HEMPOHOBY, MO YMUCIY NPEALIECTBYHOLLNX

HEMPOHOB Ha NyTW cUrHana
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O6y4eHMe MHOTOCIIONHBIX HelpoceTel &>

 HenpoceTb BbluMCNSAET

andpdepeHUmMpyemMyto YHKLNIO OT
v CBOMX BXOO0B

Pl P, Ples g P f7 P fg P loss pE(W)

class ¢; bike

— 1k
image X;

 Moxxem nocnegoBaTenbHO NMPUMEHATDb

| T T T T T T npasuno anddepeHunpoBaHnd
MY W W W W W W CNOXHbIX PYHKUUN ONA BblYUCNEHNSA
forward J’ l l l l l l l NPON3BO4HbLIX MO KaXXgoMy napameTpy
X * R HelpoceTu

backward

* MeTog nony4nn Ha3BaHue «obpaTHoe
dE. dE dE dE dE dE dE dE
dwi dwi dw. dw. dw.  dwe  dw.  dw pacrnpocTpaHeHne OWNOKU» N UMeeT
OJTMHHYIO NUCTOPUIO

*t lanywkuH A. 1. CUHTE3 MHOIOCNOMHbLIX CUCTEM pacno3HaBaHus obpasoB. — M.: «QHeprus», 1974.

1 Werbos P. J., Beyond regression: New tools for prediction and analysis in the behavioral sciences. Ph.D.
thesis, Harvard University, Cambridge, MA, 1974.

1 12 Rumelhart D.E., Hinton G.E., Williams R.J., Learning Internal Representations by Error Propagation. In:
Parallel Distributed Processing, vol. 1, pp. 318—362. Cambridge, MA, MIT Press. 1986.
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http://ru.wikipedia.org/wiki/%D0%9C%D0%B5%D1%82%D0%BE%D0%B4_%D0%BE%D0%B1%D1%80%D0%B0%D1%82%D0%BD%D0%BE%D0%B3%D0%BE_%D1%80%D0%B0%D1%81%D0%BF%D1%80%D0%BE%D1%81%D1%82%D1%80%D0%B0%D0%BD%D0%B5%D0%BD%D0%B8%D1%8F_%D0%BE%D1%88%D0%B8%D0%B1%D0%BA%D0%B8
http://ru.wikipedia.org/wiki/%D0%9C%D0%B5%D1%82%D0%BE%D0%B4_%D0%BE%D0%B1%D1%80%D0%B0%D1%82%D0%BD%D0%BE%D0%B3%D0%BE_%D1%80%D0%B0%D1%81%D0%BF%D1%80%D0%BE%D1%81%D1%82%D1%80%D0%B0%D0%BD%D0%B5%D0%BD%D0%B8%D1%8F_%D0%BE%D1%88%D0%B8%D0%B1%D0%BA%D0%B8

Rowley face detector (1998) %\_@}7‘—

 MeTog obpaTHOro pacnpocTpaHeHnst oLIMBOKN oKasancsa o4eHb 3PDEKTUBHBIM
* [lpumep — getekTop nuua, nydwun go Viola-Jones

Input image pyramid Extracted window Corrected lighting Histogram equalized Receptive fields ] )
(20 by 20 pixels) Hidden units
=0 . . - o
feml | ,_,,o
s — - HLzrizngs
ey & | ]
£l e T Network o Outout
F ; 4 Input QQQ 0888 itpu
i Ja05~2555—0
> e ® 20by20_>ggﬁg 0©
pixels g Q
- O =
= % o
/ °
— 0 o @ % °
L \ /\ /
vV V

Preprocessing Neural network

B. Rowley, T. Kanade. Neural Network-Based Face Detection. PAMI, 1998.



CBEPTOYHbIE HEUPOHHbIE CETU



Henpocetun ana obpaboTku KapTUHOK

Mbl Takke XOTUM y4ecTb 3HaHUA 06
0bpaboTke U300paxxeHnn B Mo3re
YyerioBeka n 3BpPUCTUYECKMMN METOAAMMU
pacno3HaBaHus

Kpas, rpagueHTbl U T.4. XOpOLLO
rnomoraroT!

[TlepcenTpoH paboTaeT ¢ BEKTOpamm

Mbl xoTM obpabaTbiBaTb
n3obpaxeHue, T.€. Ha BxoA
nogasatb 3D maTpuuy X € R™MXnxk

Kak gomkHa 6bITb YCTpoeHa
HENPOCETL, YTODbI 0bpabaTbiBaTb
N3obpaxxeHna?

L
&



rlpOCTbIe N CITOXHbIE KITETKU B|/|3yaan0|7| KOpPbI

[ \—‘—7|

&

electrical signal

recording electrode

visual area
of brain

stimulus

Xy6enb n Buzens (Hubel & Wiesel) Cxema aKcrnepumeHTa

Receptive fisld shape

Bright line detector Edoe detector

[MpocTble KNeTku (S) - YyBCTBUTENbHbI K
KOHTpPaCTHbIM 00beKkTam ornpeaeneHHoro
pasmMepa, OpneHTaunmn 1 NoNoXeHus

BusyanbHbIM CTUMYT

receptiva field of
a complex csll

A5
no stimulus & ¥ },\

~

ol
stimulus al AT
45" angle f AR

PANET 3ia

light T ".ﬁ‘:("&‘d
Lo Jy e 3
s ) 2Ly
P

stimulus at /-_f;%
45" angle /.'_3'-' a3

60" angle

simuusat B

slimulus at
15" angle

baseline level of cell activity

(ANRNINRAEE

slrong response

QAACACA A

slrong response

T

weak response

LLLLLELLREE TS

no response

CrnoxHble knetku (C) -
UHeapuaHMHbI K COBUraM B
HebOonbLLION OKPECTHOCTH

Kak S u C cmogenupoBaTb?



baHKM TeKCTYPHbIX PUNLTPOB 1O

| l L . = \/
’ x ‘ x . filter square blur

input output

* Bblbepem Habop (b0aHK) pUNbTPOB, KaXXabi U3 KOTOPbLIX YYBCTBUTENEH K Kpato
ornpenerieHHoOW opueHTaunm n pasmepa

« Kaxgbin nukcens nsobpaxeHus nocrne obpaboTkn 6aHKOM PUnbTPoB OAET BEKTOP
NpU3HaKoB

« JOTOT BEKTOP NPU3HAKOB 3P EKTMBHO ONUCLIBAET NOKAIbHYIO TEKCTYPY OKPECTHOCTU
nuKkcens

Pietro Perona and Jitendra Malik «Detecting and Localizing edges composed
of steps, peaks and roofsy», ICCV 1990



L

PunbTpbl [@bOpa Kak MoAenb MPOCTbIX KNEeTOK ©
.l"? ~2af2 o
g(z,y; A, 0,¢,0,7) = exp (_‘ 1‘0_.2 Yy ) oS (27{? i L')

x'=xcos(8)+ ysin(0)
y'=—xsin(f)+ ycos(0)

@ - opueHTauus

A - AnvHa BonHbI
O - curma rayccuaHa

) - cooTHolueHne pa3mepos (aspect
ratio), «annuUNTUYHOCTb PUNbTPa»

W - cosur dasbl

« 2D chunetp MAbopa — 94po rayccnaHa, AOMHOXEHHOEe
Ha cuHycouay

» MNpeanoxeHbl B 1947 [leHncom Nabopom (HobeneBCKNM
naypeatom), He3aBnUcUMo nepeoTkpblTbl B 1980 roay
 [NosBonsieT caenaTb 6aHK PUNLTPOB, AN1S BblAeneHns
KpaéB pa3HOM opueHTauum, maclutada 1 nonoXxeHus B
OKPECTHOCTH




MAX-pooling Kak Moaenb CIMOXHbIX KNeToK &>
SEZRORS D o compexcetsc 3  swongrespnse
AT e O O
SIZIOISRSIZIOISKS ZIOIOBELE Simple cells (S1) | '

slrong response

HIHHHUHllIJIJlllﬂllllUMUl

== weighted sum
=== MAX

IHBapMaHTHOCTb MOXHO 0DecnevnTb 3a CHET NMPUMEHEHUS ornepaTtopa
MAX Ha Bbixogax Habopa «MNpOCTbIX» KIMETOK, YYBCTBUTESNbHbIX K Kpato
OQHON OpMeHTaLNN, HO B pa3HbIX TOYKax ogHoOU obnactu

Riesenhuber, M. & Poggio, T. (1999). Hierarchical Models of Object Recognition in Cortex. Nature Neuroscience 2: 1019-1025.



http://maxlab.neuro.georgetown.edu/docs/publications/nn99.pdf

CBEPTOYHbIN CIlON 4O

_f(z-l) )| f(é) « 'f(z%) |

x=w/f(z) +w)i(z,) + wi(z,)

Onepaunto NMMHeENHOW ouneTpaunm (CBEPTKU) ANA OOHOro NMUKCesst MOXHO peanmi3oBaTb OOHUM
HENPOHOM

CBEpPTKY U30bpaxkeHns LEeNIMKOM MOXXHO peann3oBaTb Kak «CIion» HEMPOHOB, Beca KOTOPbIX
oamnHakosbl (shared weights)

OObI4HO NOA «CBEPTOYHBIM CNOEM» NMOHMMAKOT HAOOP CBEPTOK, NPUMEHSAEMbIX K OAHOMY BXOAY

Y A~ \



. . . IS
CBEPTOYHbIN CrOW @l',

(x|

« Mbl paccmaTtpuBanu CBEPTKY Kak onepauuo Hag oaHoKaHarbHbIM 2D nsobpaxeHnem, Tenepb
pacwmpum Ha 3D martpuuy

¢ OObIYHO NOA «CBEPTOYHLIM CNOEM» NOHUMAIOT Habop CBEPTOK, MPUMEHSIEMbIX K OQHOMY BXOA4Y
(«BbaHK pUnLTPOBY»)

« Pe3ynbraTbl CBEPTOK 00bEANHSAOT B OOMH BbIXO4 X € R™"*K  rne K — 4nMcno CBEPTOK B CIOE



Pooling cnown

A 4

X y

MoXxHO caenaTtb crieunarnbHbIM CIIOU, KOTOPbIWM peann3yeT onepauunio max-pooling
Mokl NPOCTO NPpUMEHSAEM onepauunto max no BeldpaHHbIM 0bnactam (No ceTke)
Ha Bxon nonyyaem 3D maTpuuy, v Bbigaem 3D MaTtpuuy MeHbLuero (00bi4HO) paspeLueHnsd

[Tpn pacyeTe rpagneHToB OLWNDKM npobpackiBaemM B TOT HEMPOH NMpeablayLero cros,
KOTOPbIN Aan max

Moxkem onga pooling npuMeHaTb onepaunm max, sum, average, eftc.



pry

Neocognitron (1980) &>
U2 10, e « MHorocnomHasa HeMpoceThb C YepeayrLMMNMCS

" S n C cnosimu

* S-Crnouv — NMHENHbIE PUINBLTPLI N300paxXeHnd
(«CBEPTOYHbIN CITON»)

« C-cnon — MAX onepartopesbl, gatoume

-.\I
Rl

- - - -
- - . e o -

MHBAPMaHTHOCTb
| AR i * Ha BepxHeM ypoBHe obecrnevnBaeTcs
|/” s Pt WHBAPMaHTHOCTb MO NOJ1IOXXEHUIO NO BCEMY
= / :
/ N300paxkeHuto

K. Fukushima. Neocognitron: A self-organizing neural network model for a mechanism of pattern recognition unaffected by shift in
position. Biological Cybernetics, 36(4): 93-202, 1980.



CBEPTOYHbIE CETU

C3:f. maps 16@10x10
C1:feature maps S4:f. maps 16@5x5

INFLT 6@28x28
S2: f. maps CS layer F6 layer OUTPUT

32x32
6@1 4X1 4
r

| FuIl conrlnectlon Gaussuan
Convolutions Subsampling Convolutions Subsampllng Full oonnectlon

-\

* HeoKOrHUTpPOH + obpaTHOe pacnpocTpaHeHne owmnbkn = ceépToYdHas ceTb (Convolutional Neural
Network, CNN)

* nOCKOﬂbe A4 CBEPTOYHOIO CJ104 HY>XXHO 3alaTb napamMeTpbl TOJIbKO BCEX CBépTOK, YTO YNCIO
napamMmeTpoB 3aMETHO MEHbLLUE obLero yncna BecoB Cnos

* Ou4eHb apdeKkTMBHAA apXUTEKTypa ANa pacno3HaBaHUA N300pakeHnn

LeCun, Y., Bottou, L., Bengio, Y., and Haner, P. (1998). Gradient-based learning applied to document recognition. Proceedings of the IEEE



[loacyeT napameTpos

C3:f. maps 16@10x10
INPUT C1:feature maps S4:f. maps 16@5x5

6@28x28
CS layer F6 layer OUTPUT

32x32 S2: f. maps

6@1 4x1 4
| FuII conrlectlon Gaussnan
Convolutions Subsampling Convolutions Subsampllng Full oonnectlon

-\

» KakoBbl pasmepbl PUNbLTPOB CBEPTOK HA Pa3HbIX CIIOAX?
* 5*5*1 Ha nepBOM croe

* 5*5%6 Ha BTOPOM CBEPTOYHOM CJI0€

» «[InybuHa» TeH30pa Ha BbIXO4e CBEPTOYHOrO Cosi paBHa YNCIy CBEPTOK B
CBEPTOYHOM CIi0€

« 3e namepeHve CBEPTKN PaBHO «TOJLLUHE» BXOOHOrO TeH30pa

* Ypcno BecoB 1 napameTpoB BTOPOro CIriosi:
* [lapameTpoB = 16 cBEpTOK 5x5x6 = 150*16 +16 = 2416
» Becos = (npumepHo) NMapameTpos x 10 x 10 = 240000

IR



OuUnbTpbl NEPBOro ypoBHA

« Busyanuanpyem seca punbTpoB
* [lockonbKky cBopavnBaem RGB nsobpaxeHue, 1o Busyanmsaumsi secos B RGB
« OOpaTnTe BHUMAHME Ha BblYUCNEHME FPAAVUEHTOB LIBETOB



PeuenTtneHoe none (Receptive field)

Layer 1 Layer 2 Layer 3

Receptive field HenpoHa — obnactTb U300paxeHus1, OT KOTOPOM 3aBUCUT BbIXO 3TOM0 HEMPOHA

Pasmep 1 nonoxeHus nosns onpeaensietca rnyonHou HempoHa, pasmepamMm CBEPTOK,
pasmepamm obnacrtein nynuHra



4. KnoyeBou atan: moaernb AlexNet



. . \f\—‘_7|'
Large-scale visual recognition 2012 &>

 LSVR — KoHKypcC Ha ba3se
nataceta ImageNet

* AlexNet BbilLna
nobeantenem KOHKypca

2012 ropa

 Owwunbka ynana B 2 pasa Winner
MO CPaBHEHUIO C SuperVision
conepHnKamm

Alex Krizhevsky, llya Sutskever, Geoffrey Hinton
University of Toronto



SuperVision

55

v

Stride

of 4

55

96

—

-~
&
-

Max
pooling

27

4=

650,000 neurons
60,000,000 parameters
630,000,000 connections

1 mawwmHa, 2 GPU no 2Gb, 5GB Ram, 27Gb HDD, 1
Heaensa Ha obydeHue

13

13

13

—
-

13

13

256

Max
pooling

Max

pooling

dense”

dense

4

006 4096

100¢

11x11 conv, 96, /4, pool/2

\ 4

5x5 conv, 256, pool/2

<

3x3 conv, 384

<

3x3 conv, 384

<

3x3 conv, 256, pool/2
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Krizhevsky A., Sutskever I., Hinton, G. E. ImageNet Classification with Deep Convolutional Neural Networks // NIPS 2012




CpaBHeHune LeNet n AlexNet

C3:1f. maps 16@10x10

INPUT gé):zfggtzusre maps S4:f. maps 16@5x5
32x32 g,é 1f.4!)'(n1e:1ps rl_ rr- <1:§0 layer r;a;iayer 018TPUT 1998 roa
I- "l. e 2 CBEPTOYHbIX cnosi (6 n 6 punbTPOB)

|T_

* 2 nonHocsA3aHHbIX (120 n 84 HenpoHa)

I
| FuIIconrlrec’tion | Gaussian

Convolutions Subsampling Convolutions ~ Subsampling Full connection

\ \ 4 7 . . M 2012 ron

Q & i q 3&~ uj * 5 CBEPTOYHLIX crioeB (96, 256, 384, 384,

1 - il i N+ = 13 : biig 13 3 —% |3 dense’ | [dense]
b24 S\L|~ 27 35: T+ 7 3 E: s
3 . . 256 omnbTpoB.)
. ax e pooing 0% £0% 2 nonHocesa3aHHbIx (4096 n 4096 HelpoHa)
224 ofr‘; e 96 lelelllg}

* bonblle cnoés, puUnsTpoB, HENPOHOB
» Kakue ewé nameHeHna npounsowwnin mexay LeNet n AlexNet?



P
BaxHble 3amedaHus no AlexNet vs LeNet &>

11x11 conv, 96, /4, pool/2

\ 4

5x5 conv, 256, pool/2

<

« bonbuwe gaHHbIX ans odbydeHus (ImageNet)

3x3 conv, 384

<

* BblumncnntensHble mowHocTn ansa odyveHus (GPU)

3x3 conv, 384

<

 AxktmBauusa RelLU

3x3 conv, 256, pool/2

« AyrmeHTauum nsobpaxeHum

—h

O
O
(@)}

* Perynapusauymsa dropout

o}
(@)}

Sl€5€ES€

—h
O

o

o

Krizhevsky A., Sutskever |

., Hinton, G. E. ImageNet Classification with Deep Convolutional Neural Networks // NIPS 2012



[TepeobyyeHne
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vV OnmMMyM CRIOXHOCTH

n

UeM crioxHee 3agadva — tem bonee
CITOXKHasA HENPOCETb HYXHa

Ho napameTpoB HEMPOCETN OYEHDb
MHOIo, U HEMPOCETb BbICTPO
«nepeobyvanacb»

[Tponcxoamno «3anoMmHaHue» BCEN

oby4aroLlen Belbopkn bes ee
«0000LEeHNa»
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«HTEpHET-OYM» + «3akoH Mypa» @ ,

Uncno

KapTUHOK
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1015

1010_
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100

OpHa kapTuHka

Human Click Limit
(BCe yerioBeveCcTBO Aenaer
no’kapTUHKE B CEKYHAY
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Slide by Antonio Torralba



OYHKUUKM aKTUBaALMMK

e Tanh

e?¥X—1
e?x+1

e tanh(x) =

* sigm(x)=
3HadyeHs B uHTepBaa [0,1]
e Rectified linear
e ReLU(x)=max(0,x)

1

tanh(x)
=)

1
=% - lIpeoOpasyer Bee

sigmoid(x)

o
~

o
©

o
o

o
N

1O




>
Npobnembl 06yyeHua qOP;

—y

« «3artyxaHue» (saturation) rpagmeHToOB, €Cnu
nonagaem Ha obriacTb HU3KOro rpagmeHTa
doyHKUMN akTMBaLUK

o
w

sigmoid(x)
o
o)

o
»

« Sigmoid o4yeHb cTpagaeT oT 3Toro

o
N
T

 RelLU He cTpagaet

(',_IO

 «MeépTtBble» (dead) HENPOHBI, KOTOPbIE, TaK
Nofy4Ynnoch, Nony4varoT TOSIbKO
oTpuuaTternbHble UNn HyNeBbIe BXOAbI

* Wcueszawuwme vnn B3PbIBHbIE TPaANEHTbI

(vanishing or exploding gradients) B rny6okmx
ceTax



J\_'—/L
BaxHO - pa3MHOXeHWe OaHHbIX &>

« «Data augmentation»

* bopbba c nepeodbyvyeHnem

« W3 256x256 cny4YanHo
BblOVMpaemM pparmMeHThl
224x224 n nx oTpaxkeHud

« [lobaBnsiem UBETOBbLIE
NCKaXkeHns



BapunaHTbl pa3aMHOXeHUs JaHHbIX

HebonbLine capurmn, otobpaxxeHus, noBoOpoThHlI,
N3MeHeHnda macLwutabda



N7

Ll
Dropout &>

(

A hidden layer's activity on a given training image

T T oljejejel e

A hidden unit A hidden unit

turned off by unchanged
dropout

o OTKMo4aem NOJIOBUHY HGI7IpOHOB B KaXXAOM CJioe

* [lony4yaem cny4damHyo BbIDOPKY N3 MHOXECTBA CETEN

« Bo Bpemsi TECTUPOBAHNSA UCMNONb3yeM «CPEeaHIO» CETb C
YNOJIOBUHEHHBIMW BECaMW

Nitish Srivastava Improving Neural Networks with Dropout.
Master Thesis, 2013



Pe3ome 1O

« PaccmoTtpenu noctaHOBKY 3aavn Kriaccudukauum, npuMmepbl gataceToB M Kak
nx cobmpaTtb

« OcHoOBHOM cnocob peLleHUs 3agadvn Krnaccuukaumm n3obpaxeHnm —
CBEPTOYHbIE HEUPOCETH

« KoHuenTtyanbHO HENPOCETU OCTanuUcb Takummn xe, kak B 1990x, HO BbINo
npeanoXXeHo MHOXECTBO OTHOCUTENBHO HEDONbLLUNUX NUBMEHEHNWN, KOTOPLIE B
COBOKYMHOCTW C POCTOM AOCTYIMHbIX AaHHbIX NO3BOSINNN CETU 3PAEKTUBHO
oby4vaTb



