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[1TnaH nekuun O

« Busyanusauyua paboTbl HEMPOCETHU

* [loHATNE O HeENpoceTeEBLIX NPU3HaKax N 6ba3oBbiX MOAENSIX
* AlexNet, VGG, Inception

« ResNet-mogenu n SkipConnections, penapameTtpusauus

« Kak 06yynTb MOLLHYIO Moaerb?

e ApPXUTEKTYpbI ANs MOOUSbHbLIX MOAENeEN

« Hackonbko xopowa ImageNet?



Buayanusauus paboTbl HEMPOCETU



Y10 NnponcxoauT BHYTPU CETU? &

Mbl ymeem oby4aTtb HEMPOCETL ANd Knaccndukaumum n3obpaxeHnm
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Max Max pooling

Stride 96 pooling pooling
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UTo nponcxoant BHYTpU Hee? YTto byaem BM3yannsnposaTtb?
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Busyanusaums paboTtbl HepoceTu &

Buayannsauua punstpos
. \ il R

Cnoun conv1 Cnow conv2

http://cs231n.github.io/understanding-cnn/



PeuenTnBHOE Nosne n BM3yanmsauyms

5x5 conv "
v L ¥ ~
/f:;? I Map 2

TRl &
l.l ; \'..

/x/ conv A

' Map

 HanomunHaHue — peuenTUBHOE Norie, 3To 0bracTb U3obpa)keHus, oT
KOTOPOW 3aBUCUT BbIX0O4 3TOr0 HEUPOHa

e 3anuuem, Kakme pparMeHTbl BbI3bIBalOT HANDOee CUMbHbIN OTKITUK
KOHKPETHOro HENPOHA CETU



Cnon 1: Top-9 doparmMeHTOB
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Cnon 2: Ton-9 goparMeHTOB
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Cnon 3: Ton-9 goparmMeHTOB
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Cnon 4: Ton-9 oparMeHTOB
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Cnon 5: Ton-9 oparmMeHTOB
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Busyanunsauusi paboTbl HepoceTu o> -

N3o0bpakeHus, Ha KOTOPbIX JOCTUraeTCca MakCUMarnbHbIV
OTKIUK cbvmpra

PunbTpbl CNos pools
http://cs231n.github.io/understanding-cnn/



OBOSIOLMA NPU3HAKOB
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Bbixoq crosi Kak BeKTop-npu3HaK &>

(1.5 0.17 . -3.17 1.4 1.85 | 1.33

* Mbl yBngenu, 4to otaernibHble HEUPOHbLI KaXXOQ0ro Criost HECYT
BaXXHOE CEMaHTUYeCKOe 3Ha4YeHne

« COBOKYMNHOCTb BbIXO0B CIosi MOXHO paccMaTpuBaTth Kak
BEKTOP-NPU3HAK N300pakeHus

« EcTb crnocobbl aHannsa BEKTOP-NPU3HAKOB B COBOKYIMHOCTU



t-SNE

e Moxem Bblumncnntb L2
paccToaHne Mexay BblXxogamu
fulle nnu full7 cnoés

* Bocnonb3yemca
OTOOpaeHNEM TOYEK N3
4096-mepHOro npocTpaHcTBa
Ha 2X MEPHOE, COoXpaHstoLlee
L2 paccTosHuga
(NMPMBNMXKEHHO)

« Bunayanunampyem nsobpaxeHus

 Buaum, yto 6nunskue no
CMbICIY U3obpakeHus
oKasblBaloTCA BNU3KK OPYr K

Apyry

http://cs.stanford.edu/people/karpathy/cnnembed/






UMAP Busyanusauus

9999999999

MNIST Digits Embedded via UMAP
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https://github.com/Imcinnes/umap



https://github.com/lmcinnes/umap

UMAP Busyanunsauus >

Fashion MNIST Embedded via UMAP
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https://github.com/Imcinnes/umap



https://github.com/lmcinnes/umap

BbiBOAbI

MNIST Digits Embedded via UMAP

Fashion MNIST Embedded via UMAP
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KOAUPYOLLME CEMaAHTUYECKYIO «MOXOXECTb» N300paKeHUN.

Ankle boot

Sneaker

Shirt

Sandal

Coat

Dress

Pullover

Trouser

T-shirt/top

HenpoceTb obyyaeTcsa oTobpaxaTb N3006paXkeHns1 B BEKTOP-NPU3HaKN,

Bnuskne 1 BM3yanbHO NOXOXKe ApYr Ha Apyra o0beKTbl OKa3biBalOTCSH
6113KK MO HEMPOCETEBBLIM BEKTOP-NPU3HAKaM.

BekTop-npn3Hakm o6 beKTOB pa3HbIX KNaccoB Janeku apyr oT gpyra



HenpoceTeBble Npu3Hakm n 6a3oBble apXUTEKTYPHLI



HenpoceTeBble NpU3HaKN
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« MoXHO ncnonb3oBaTb BbIXOAbl BbIOPAHHOIO CNost HEMPOCETU Kak
BEKTOP-NPU3HaK

55

96

256

DY

(o2}

100¢

* MoxHo 00by4nTb ceTb Ha oaHMX AaHHbIX (ImageNet) u npumeHaTb eé

Ha OpYyrmx Onsa BblMUCIIEHNS NPU3HAKOB, 0byyas noBepx
KrnaccmdukaTop

Donahue et. al.DeCAF: A Deep Convolutional Activation Feature for Generic Visual Recognition, 2013



[lepeHOC Ha gpyrue gaTtacerThl

DeCAFs DeCAFg DeCAF~
LogReg 63.20£66 843016 848706
LogReg with Dropout - 86.08+ 0.8 8568+ 0.6
SVM 7712+ 1.1 847712 8324412
SVM with Dropout - 86.91+0.7 855109
Yang et al. (2009) 84.3
Jarrett et al. (2009) 65.5

Figure 4. Left: average accuracy per class on Caltech-101 with 30 training samples per class across three hidden layers of the network
and two classifiers. Our result from the training protocol/classifier combination with the best validation accuracy — SVM with Layer 6

Mean Accuracy per Category
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Num Train per Category

(4 dropout) features — is shown in bold. Right: average accuracy per class on Caltech-101 at varying training set sizes.

Hanpumep, Caltech 101

Obyuunnn HempoceTb Ona Kraccuukauymm n3odpaxeHum ImageNe
Mcnonb3yem ansa nssnevyeHnst NpU3HakoB Ha APYrux KOmnmekymsax,

35

[ ! !
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E>

Donahue et. al.DeCAF: A Deep Convolutional Activation Feature for Generic Visual Recognition, 2013
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Fine-graded classification &

Method Partinfo  mean Accuracy
Sift+Color+SVM[ ' ] X 17.3
Pose pooling kernel[-V] v 28.2
RF[ ] v 19.2
DPD[50] v 51.0
Poof] "] v 56.8
CNN-SVM X 53.3
CNNaug-SVM X 61.8
DPD+CNN(DeCaf)+LogReg|[ ] v 65.0

Table 3: Results on CUB 200-2011 Bird dataset. The table dis-
tinguishes between methods which use part annotations for training and
sometimes for evaluation as well and those that do not. [I0] generates

a pose-normalized CNN representation using DPD [50)] detectors which

significantly boosts the results to 64.96.

« BosbMmeM HenpoceTb, 0by4eHHyo ana knaccndoukaumm ImageNet

* [NpnumeHnm ee ansa nosiyvyeHnst BEKTOP-Npu3HakoB n3obpakeHnu
Obyyaem knaccmdumkaTop NoBEPX 3TUX NPU3HAKOB

* Profit!

Ali Sharif Razavian Hossein Azizpour Josephine Sullivan Stefan Carlsson
CNN Features off-the-shelf: an Astounding Baseline for Recognition. 2014



[Hooby4yeHue (fine-tuning)

~

Bo3bmem cetb A

o0y4eHHy0 Ha ogHow konnekuun (Hanpumep, ImageNet)
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[1ntockl 4OOOYyYeHUS

« BTopas konnekuma MmoxeTt OblTb He4OCTaTOYHOro pasMepa ans
o0y4eHuns HenpoceTn «c Hyns» (from scratch)

* [Nlpepoby4yeHne Ha DosbLLON N Pa3HOODpPAa3HOW KOMNNEKUMN MOXKET
«XOPOLLO» UHULMANN3NpPoBaTb HOBYLIO CETb, N AO0DYYNTCS OHa
bbicTpee n nydule



Noesa «basoBon» apXUTEKTYpPbI
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 Moxem oby4yaTb HENpPOCETU-
KrnaccudukaTopbl Ha B0ONbLLINX KONEKUUAX
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Max
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(«basoBble ceTu»), UCMONb30BaTh UX KaK
OCHOBY AJ19 peLleHns HOBbIX 3adau

(0O0bYy4eHMEM)

« Cospganu konnekumn mogerneun (zoo —

300MapKun)

« [loka B ocHOBHOM 0bOy4atoT Ha ImageNet
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Pa3BuTre 6a30BbIX apXUTEKTYP
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[lepBble Da3oBble MOOESN:
AlexNet, VGG, Inception



AlexNet

AlexNet, 8 layers | 11x11 conv, 96, /4, pool/2

(ILSVRC 2012)  Z

5x5 conv, 256, pool/2

3x3 conv, 384

3x3 conv, 384

3x3 conv, 256, pool/2

| fc, 4096

| fc, 4096

v

| fc, 1000

Krizhevsky A., Sutskever I., Hinton, G. E. ImageNet Classification with Deep Convolutional

Neural Networks // NIPS 2012

L
LBy



\[\—‘—/L
NpumeHeHne AlexNet &>

* Ha Bxog HenpoceTb NPUHUMAaET n3obpaxeHne OUKCUPOBAHHOIO pas3mepa 224x224
nukcena. Moxem nn mel nogaTb gpyroe?

« Kak ObITb C nsobpaxeHnamm gpyrmx pasmepos?
e 2 BapuaHTa OeNCTBUM:

MacwtabnpoBaTb K pasHbiM [TpBOAUTL K QUKCUPOBAHHOMY
paspeLweHnam, np. [256;512]xN paspeleHunto (image warp)

Clly4anHo W1 Bblpe3aTtb
domkcmnpoBaHHble (image crop)

« Cxema npuMeHeHuUs

image F crop / warp » conv layers » fc layers » output




[lpumeHeHne moaenen

 BapuaHT 1
* [NpnmeHnTb K PrKkCcMpoBaHHOMY
N300paXeHuto, Kak ckasanu paHbLue
 BapuaHT 2
* [1IPMMEHNTL HECKONbLKO pa3s K pasHbIM
Bepcuam n3obpaxkeHus
 BapwuaHT 3

* [lpMeHnTb KO BCEM bparMeHTam
3alaHHOro paspellueHus, T.e.
«MNPOCKaHMpoBaTby» n3obpaxeHue

384 224

N2384

image

conv.
layers

class
score map

@ pooling

‘ class scores




Spatial Pyramid Pooling (SPP)

Noes: npeobpasoBaTthk BbIXOAbl CBEPTOYHOIO Crnosd (NpU3HaKkin)
NPOWU3BOSLHOIO pa3peLleHns K BEKTOP-NPU3HaKy oMKCMpoBaHHOU OSTUHDI

crop

image - crop / warp > conv layers » fc layers » output

3 , i . !
image > conv layers > spatial pyramid pooling p fc layers » output

L
LBy



Spatial Pyramid Pooling (SPP)

fully-connected layers (fcg, fc)

t

fixed-length representation

D ... D |
- % N
L 1 I N |
& 16x256-d 4 4x256-d & 256-d
VAR A AW AR 4
y A A AW AR 4
VAR AW AW AR 4
y AR AR AW AR 4 /
- o ~

spatial pyramid pooling layer

feature maps of convs
(arbitrary size)

' convolutional layers
input image



: J\;'_’L
Average Pooling &>

fully-connected layers (fcg, fc7)

t

4 256-d

feature maps of convs
(arbitrary size)

ﬁ convolutional layers
input image

* MoxHo obonTtucb 6e3 nMpamugbl, orpaHNYMBLLNCE TOSTbKO Average
Pooling no Bcemy croto

e Torgay Hac NosiyYnTCHa BEKTOP NPU3HAK ANMMHOW paBHOW Yncny
CBEPTOK Ha NocneaHeM ypoBHe

« [Ina paga 3agay a1oro okasblBaeTCHa 4OCTATOYHO



Mopene VGG (Visual Geometry Group)

Npen:

iccnenoBaTtb POCT KayecTBa 3a CYET yBeNnn4eHus
rMyOuHbI HenpoceTu

icnonb3oBaTb TOMLKO MarneHbkne 3x3 CBEPTKU
Stride 1 B cBEpPTKax 4YTOObLI HE TEPATL MHJOPMALUIO
RelLU aktnBauus

HeT Hopmanusauuu

YMeHblUeHWe pa3pellueHna yepes maxpooling

Yncno dounbTpoB X2 NpU YMEHbLUEHUN pa3peLleHnsd
B 2 pa3a

K. Simonyan, A. Zisserman Very Deep Convolutional Networks for Large-

image

Scale Image Recognition . ICLR 2015

conv-64
conv-64

maxpool

conv-128
conv-128

maxpool

conv-256
conv-256

maxpool

conv-512
conv-512

maxpool

conv-512
conv-512

maxpool

FC-4096
FC-4096
FC-1000

softmax


http://arxiv.org/pdf/1409.1556
http://arxiv.org/pdf/1409.1556

CBepTKM 3x3

» CTeK CBEPTOK No3BosigeT obecnevnTb

60nbLlee peuenTnBHOE rnorse (reception
field)

e 5X5 Oonsa 2-x cBepToK
e /X7 onsa 3-X CBEPTOK

« BOnbLwasa HennHenHocTb 3a cyeT RelLU
akTnBaLun

 MeHblLUe napameTpoB
¢ 18x (2 3x3) vs 25x (5x5)
o 27x (3 3x3) vs 49x (7x7)

= Un

15t 3x3 conv. layer

D 24 3x3 conv. layer



VlccnepoBaHme BapuaHTOB

L
LBy

A A-LRN B C D E
11 weight | 11 weight | 13 weight | 16 weight 16 weight | 19 weight
layers layers layers layers layers layers
mput (224 x 224 RGB 1mage)
conv3-64 conv3-64 conv3-64 conv3-64 conv3-64 conv3-64 D - VG G - 1 6
LRN conv3-64 conv3-64 conv3-64 conv3-64
maxpool E - VG G' 1 9
conv3-128 | conv3-128 | conv3-128 | conv3-128 | conv3-128 | conv3-128
conv3-128 | conv3-128 | conv3-128 | conv3-128
maxpool
conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256
conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256 | conv3-256
convl-256 | conv3-256 | conv3-256
conv3-256
maxpool
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
convl-512 | conv3-512 | conv3-512
conv3-512
maxpool
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512 | conv3-512
convl-512 | conv3-512 | conv3-512
conv3-512
maxpool
FC-4096
FC-4096
FC-1000
soft-max




ApxutekTypa Inception n noea seteeu O

[TocTponm HenpoceTb N3 Moaynen doriee CroXHoOu CTPYKTYpbI, YEM
NpocCTO Habop cBeEpPTOYHbIX crnoeB VGG

Flter
concatenation
1x1 convolutions l 3x3 convolutions 5x5 convolutions ‘ 3x3 max pooling
- R ' L : c * g >
Previous layer

B 4éM cMbICT NPUMEHATL OAHOBPEMEHHO CBEPTKN Pa3HbIX pa3aMepoB?

Christian Szegedy et. al. Going deeper with convolutions. CVPR 2015
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Micnonb3oBaHne cBEPTOK 1x1 &>

g-9-9-9

» Kak TpakTtoBaTb CBEPTKY 1x17?

« OTobOpaxeHne BeKTopa ANVHbLI N (TOMLWMHA BXOOHOIO CIosi = YNCNO CBEPTOK
npeablayLLero crios) Ha BeKTop AnuHbl k (Yncno ceeéptok 1x1)

* Wnun kak Habop «JioKanbHbIX KriaccndnkaTtopoB»

« MoxeMm ynpaBnaTb «rmyobuHony TeH3opa, perynupys K - 4yncro ceéptok 1x1, no
CpaBHEHUIO C N — rMYyBbMHON NpeablayLLero TeH3opa

K <N, 3Ha4nT Mbl yMeHbLLININ 00 Kk rmyBbumnHy TeH3opa (Cxanm)

K> N, 3Ha4num mMbl yBUNn4unu rnybuHy TeH3opa



Mogynb Inception

P

<
=

[OobaBum 1x1 CBEPTKM ONA NOBbILLEHNS NPOU3BOANTENBHOCTU

Filter
concatenation

B A———

1x1 convolutions

3x3 convolutions

5x5 convolutions

A

A

1x1 convolutions

A

3x3 max pooling

—>

1x1 convolutions 1x1 convolutions

Previous layer

Christian Szegedy et. al. Going deeper with convolutions. CVPR 2015



ApxutekTtypa Inception

« [nybokasi ceTb
* Inception-moaynu
* HecCKonbKo ypOBHEW supervision

Christian Szegedy et. al. Going deeper with convolutions. CVPR 2015




ResNet, Skip Connection n penapameTpusauns



[pobnema rnybuHbl &>

« [HanbHeunwee yBennyeHue 4yncna

CIOEB NPUBOAWUSIO K NageHunto KavyecTea
NTOroBOM MOAENU

CIFAR-10
train error (%) test error (%)

A 56-layer
56-layer

20-layer

20-layer

23 5 s s ‘% 1 2 3 4
iter. (le4) iter. (le4)

e [lpn 3TOM MOXXHO 10DaABUTL
«€QNHNYHbIE» CINOW K CETU, OCTaBMB TY
Xe caMyto OYHKLUMIO U Ka4YeCTBO

e 3HauuT, Nnpobriema B 00y4YeHUN CETU




Residual net u skip-connections Wy

Xl X

weight layer weight layer
any two

stacked layers l relu jl> F(x) l relu
weight layer

weight layer

identity
X

lrelu
H(x) H(x)=F(x) +x

« [HobaBum obxogHom nyTh (skip-connection) Kk 6noky
 bypem yuntb He npeobpasoBaHue, a gobasky (NnepTypbaunto) K
TOXOECTBEHHOMY NMpeobpas3oBaHUgd
* Ecnu eguHnyHoe npeobpasoBaHMe onTMManbHO, TOraa Mbl €ro COXpaHseEM
* Hebonblune dnykTyaumm okasbiBaeTca oby4vaTb npowe

« Takxe rpagneHTbl OyayT «0bxoamnTb» OMNOK U NepeaaBaTbCH Ha
npeabliaywmnm Harnpsmyto



ResNet

VGG-19 34-layer plain 34-layer residual
image image image E
- asoBad moaernb
s
|
T « CBEpTKM 3x3
| 3x3conv,128 | [ 7x7conv, 64,2 | [ 7x7conv 62,72 |
A v \ H -
e 3 oy ° ubSampliing 4Yepea3 CBEPTKY C LLArom
size: 56 v v
| 3x3conv,256 | | 33conv6a | | 33conves |
A 2 A 2 A 2
| 3x3conv,256 | [ 33convea | | 33conves |
3x3 conv, 256 | 33conv64 | | 33conv,64 | .
* Residual net
| 33conv, 256 | | 33conver | | 33conves | esidaual ne
¥
| 33conver | | 33conver |
[ % ] [ = ]
3x3 conv, 64 3x3 conv, 64
3 X
tout pool, /2 [ 38conv, 12872 | [ v
output
S8 M35 | [ 3cwnvis | [
5 ight |
[ 3x3comv,512 | | 33cnv,128 | [ 33 cony, Welg t ayer
2
[ 33conv,512 | | 33,128 | [ 33 cony,
L F ! identi
[Goowsz ] [Geewiz ]| T X v reiu | entlty
L 2
3x3 conv, 128 3x3 conv, . h I x
[ 3x3conv, 128 | 3x3 conv, 128 Welg t ayer
3x3 conv, 128 3x3 conv, 128
vt pool, /2 [33conv.256,2_| [ 3x3conv, 256,72
St m— H(x) = F(x) +
| 33cnv,512 | | 3x3 conv, 256 3x3 conv, 256 x - x x
k2 k2
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[oBbILLEHME NPOU3BOANTENBHOCTY &>

64-d 256-d

similar

complexity bottleneck
(for ResNet-50/101/152)

* [MoHMXeHne pasamepHOCTU (256->64) 3a cyeT 1x1 cBEPTOK
« CBEpTKa 3x3 Ha TEH30pPE MEHbLUEN MMYOUHbI
* [loBbllleHWe pa3mMmepHOCTH cBepTkamm 1x1



PesynbTaTthl Ha ImageNet

) N * Deeper ResNets have lower error
this model has

lower time complexity
than VGG-16/19
5.7 I I

ResNet-152 ResNet-101 ResNet-50 ResNet-34
10-crop testing, top-5 val error (%)

(.

()]
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PesynbTaTthl Ha ImageNet

ImageNet experiments 28.2
‘ 152 layers ] '
A
\‘ 11.7

22 layers ’ 19 Iayers

\67

357 I

ILSVRC'15 ILSVRC'14  ILSVRC'14  ILSVRC'13  ILSVRC'12 ILSVRC'11l ILSVRC'10
ResNet GoogleNet VGG AlexNet

ImageNet Classification top-5 error (%)



ResNeXt
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256-d in 256-d in
——x
256, 1x1, 64 256, 1x1,4 256, 1x1, 4 total 32 256, 1x1,4
L2 v v paths v
64, 3x3, 64 4,3x3,4 4,3x3,4 ceee 4,3x3,4
v v v -
64, 1x1, 256 4, 1x1, 256 4, 1x1, 256 4,1x1, 256
+
256-d out
256-d out

Figure 1. Left: A block of ResNet [14]. Right: A block of
ResNeXt with cardinality = 32, with roughly the same complex-
ity. A layer is shown as (# in channels, filter size, # out channels).

stage | output

ResNet-50

ResNeXt-50 (32x4d)

convl| 112x112

7x7, 64, stride 2

Tx7, 64, stride 2

3 %3 max pool, stride 2

3% 3 max pool, stride 2

) - I1x1,64 1x1, 128
conv2 56x56
3x3,64 %3 3x3, 128, C=32 | %3
| 1x1,256 | 1x1,256 |
[ 1x1.128 | [ 1x1.256 1
conv3| 28x28 3x3.128 | x4 3x3, 256, C=32 | x4
| 1x1,512 | 1x1,512 ]
[ 1x1.256 ] [ 1x1.512 1
convd| 14x14 3%3.256 | x6 3x3. 512, C=32 | x6
1x1, 1024 11, 1024
[ 1x1.512 ] 1x1,1024
convs| 7x7 3x3,512 | x3 3x3, 1024, C=32 | x3
1x1,2048 | [ 1x1,2048 J

Ix1

global average pool
1000-d fc, softmax

global average pool
1000-d fc, softmax

# params.

25.5x10°

25.0x10°

FLOPs

4.1x10?

4.2x 10"

Table 1. (Left) ResNet-50. (Right) ResNeXt-50 with a 32x4d
template (using the reformulation in Fig. 3(c)). Inside the brackets
are the shape of a residual block, and outside the brackets is the
number of stacked blocks on a stage. “(C'=32" suggests grouped
convolutions [24] with 32 groups. The numbers of parameters and
FLOPs are similar between these two models.

Xie et. al. Aggregated Residual Transformations for Deep Neural Networks. 2016



https://arxiv.org/abs/1611.05431

T =3
Squeeze-and-excitation blocks &>

F(’.\‘ (.9W) ~
X U  F,() ¢ I X
1x1xC 1 x1x(C
H
H' F”' H Fscale (a)
—ly > > —ll
!
/4 w W
(W / (‘v (_‘
« BapwuaHT «attention» . .
» [logyépknBaem onpeneriéHHble Npu3Haky (KaHanbl) —— wruray I
Global pooling | 1x1xC
original re-implementation SENet > ¥
top-1 top-5 top-1 top-5 top-1 top-5 X FC 1x1x
err. err. err. err. | CFLOPS err. err. GFLOPs ResNet Module ReLU eix €
ResNet-50 [] 24.7 7.8 2480 | 7.48 386 | 2329151 | 6.620ss | 3.87 = "
ResNet-101 [9] 23.6 7.1 23.17 | 652 758 | 22.38470) | 6.07045 | 7.60 I baxe
ResNet-152 [7] 23.0 6.7 2242 | 634 | 1130 | 21.57ss | 5.73(061) | 11.32 Sigmoid | 11xc
ResNeXt-50 [ 7] 222 - 2211 | 5.90 424 | 21.100.01) | 549041y | 4.25 e
ResNeXt-101 [47] 21.2 5.6 21.18 | 557 7.99 | 20.70(0.45) | 5.0156 | 8.00
BN-Inception [ 1] 25.2 782 | 2538 | 7.89 203 [ 24.231.5 | 7147 | 204 W XHXC
Inception-ResNet-v2 [#2] | 19.91 49t | 2037 | 521 1175 | 19.80(57) | 479042 | 11.76 >

SE-ResNet Module



[Tpobriema TeopeTNYEeCKon CROXKHOCTU >

« TeopeTnyeckasi BblMMCIUTENBbHAsA CITIOKHOCTb MIOX0 KOPPENUPYET C
peanbHOMN NPON3BOAUTENBHOCTBIO MOAENN

 Hanpumep, VGG-16 TpebyeT B 8.4x pa3s bonbuwe FLOPS, vem
EfficientNet-B3 (o Hen nanee), Ho paboTaeT B 1.8 pa3 obicTpee Ha GPU

* [loatomy y VGG-16 npakTtnyeckas «Bbl4MCIUTENBbHAA NMOTHOCTb»
(computational density) B 15 pa3 Bbiwe, yem y EfficientNet

* [loyemy Tak npomncxoguT?



[1lpakTnyeckaqa Nnpom3BoANTENbHOCTb N
PasHble 6510kn ¢ pasHon apPEKTUBHOCTLIO Kernel Theoretical Time Theoretical
peanmn3yrTc4 size FLOPs (B)  usage (ms) TFLOPS

« Winograd Convolution obecneunBaeT BbICOKYIO 1 x1 420.9 84.5 9.96

3 heKTUBHOCTb ANs 3x3 CBEPTOK 3 x3 3788.1 198.8 38.10
5X%X5 10522.6 2092.5 10.57
PasHas cteneHb napannenuama o 0604 4 13943 938

« Kaxgbin HOBbIW TUN onepaunn B 6rioke BNeYeT
gononHuTenbHble pacxodsbl (overhead) u noBblwaeT
doparMmeHTauuto

Hoctyn k namatn (MAC) o4eHb 3aTpaTteH rno

BpEMEHN

[lononHuTenbHbIe 3aTpaTbl NaMATU B NpoLiecce
pabOoTbl TAKKE CHMXAIOT MPaKTUYECKYIHO
NPOM3BOANTENBHOCTb

BbluncnntenbHasi NOTHOCTb pPa3HbIX CBépTOK

I xmemory -----=----- > | € --——————-- 1 x memory
3x3 3x3
2X MEMOrY - = = = = = = = = - > G -———————- 1 x memory
2x MEMOTY - = = = = = = = = - > ¢ ————————— | x memory
3x3 3x3
*----m—-m |
1X MHOTY = o = o o . X memory
(A) Residual (B) Plain

3aTtpatbl NaMATN NPU BbIYUCIEHUN
0OXOHbIX NyTen
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U = U

1

___________

(A)ResNet  (B) RepVGG training (C) RepVGG inference 3x3

[ ] conv == RelLU D Identity 1

(A) Perspective of structure

(B) Persp_ei:tive of parameter

l:l conv layer = BN layer il a parameter i_ a zero value

Yunm mogens ¢ BETKaMK, a 3aTeM

Busyanusauusa penapameTpusaumm Habopa
obbeauHsiemM B 0a4HYy METKy Ansi MHdepeHca y LS penap pusall P

BETOK B OZIHY CBEPTKY

RepVGG: Making VGG-style ConvNets Great Again (CVPR-2021)



https://github.com/megvii-model/RepVGG

Kak o0y4nTb MOLLHYO Moaenb?



[Tpouecc obyveHusa nrpaet bonbLUyo Posib

Moandukaumnsa npouyecca oby4yeHUss MOXeT NOBbICUTbL TOYHOCTL ResNet-50
c ~76% no ~82% Ha ImageNet

OcCHOBHblE Uaewu:
* [NlpogBunHyTasa ayrmeHTaumns n3oopaxeHum

« Tptokn B npouecce obyyeHus
 Warmup
» Cosine/linear decay learning rate
« Exponential Moving Average (EMA)

e Huctunnaumna HempoceTu



CutMix
ResNet-50 Mixup [48] Cutout [3] CutMix
Image
Dog 0.5 Dog 0.6
Label Dog 1.0 Cat 0.5 Dog 1.0 Cat 0.4
ImageNet 76.3 77.4 17:1 78.6
Cls (%) (+0.0) (+1.1) (+0.8) (+2.3)
ImageNet 46.3 45.8 46.7 47.3
Loc (%) (+0.0) (-0.5) (+0.4) (+1.0)
Pascal VOC 75.6 139 1.1 76.7
Det (mAP) (+0.0) (-1.7) (-0.5) (+1.1)

Yun et.al. CutMix: Regularization Strategy to Train Strong Classifiers with Localizable Features.
https://arxiv.org/abs/1905.04899 (Naver)
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https://arxiv.org/abs/1905.04899

Nunctnnnauns
O—_ Teacher
==--~" T Selection
(E}__Modulg j
{\//%\ Teacher OucTunnaumsa — oByYyeHnsa ceTu CTyaeHTa Tak,
Input Teachglouw o Vani YTOGbI €ro BbIXoAbl GbIN NMOXOXW HAa CETb-
KL Loss e

Student

Student

1B

-

Student outputs

(a) MEAL

Z T Teacher Ensembles
i

xT{%ﬁQ B

Teacher mpan output| <

KL Loss s

Student outputs

(b) Ours
Figure 1. An illustration of the comparison between MEAL [!¥]
and our method. We use an ensemble of all teacher networks in-
stead of the teacher selection module as adopted in MEAL.

Teacher?

Y Student"

yymTens

EcTb MHOXeCcTBO MeTo4oB AUCTUNNALUN

[Mpumep — MEAL V2

Bepém KOMUTET MOLLHbLIX yunTeneu

YcpenHsaem nx Bbixogbl

TpebyeM OT ydeHMKa NOXOXKEeCTN BbIXOOO0B Ha yYUTESS
[obaBnsem knaccngukaTop yumTenb/y4eHuK no

NPU3HaKkaMm, rpagneHT

Zhigiang Shen, Marios Savvides "MEAL V2: Boosting Vanilla ResNet-50 to 80%+ Top-1 Accuracy on ImageNet without Tricks» NeurlPS 2020 workshop.



http://zhiqiangshen.com/
https://www.cmu-biometrics.org/
https://arxiv.org/abs/2009.08453

PesynbTaTthl

Network Resolution | #Params | Top-1 (%) | Top-5 (%)
ResNet-50 224 25.6M 76.51 93.20
ResNet-50 + DropBlock, (kp=0.9) [5] 224 25.6M 78.13 94.02
ResNet-50 + DropBlock (kp=0.9) [5] + label smoothing (0.1) 224 25.6M 78.35 94.15
ResNet-50 + MEAL [ ¥] 224 25.6M 78.21 94.01
ResNet-50 + Ours (MEAL V2) 224 25.6M 80.67 95.09
ResNet-50 + FixRes [22 384 25.6M 79.0 94.6
ResNet-50 + FixRes (*) [27] 384 25.6M 79.1 94.6
ResNet-50 + Ours (MEAL V2) 380 25.6M 81.72 95.81
ResNet-50 + FixRes [22] + CutMix 320 25.6M 79.7 94.9
ResNet-50 + FixRes [22] + CutMix (*) 320 25.6M 79.8 94.9
ResNet-50 + Ours (MEAL V2) + CutMix 224 25.6M 80.98 95.35

Zhigiang Shen, Marios Savvides "MEAL V2: Boosting Vanilla ResNet-50 to 80%+ Top-1 Accuracy on ImageNet without Tricks» NeurlPS 2020 workshop.



http://zhiqiangshen.com/
https://www.cmu-biometrics.org/
https://arxiv.org/abs/2009.08453

bbiCTpble CBEPTOYHbLIE MOAENN



SqueezeNet

€

\\\Q&Z
ﬂ~Fh

1x1 and 3x3 convolution filters

’ ’ ’ ’ )OO )OO )OO )OO
) ) ) ) )OO )OO  Jo X6 YOO
)OO YOO YOO YOO

RLU

* AKTMBHO Ucnosb3oBaTtb 1x1 cBeEpTKM ONS
YMEHbLLUEHNSA YMucna napamMeTpoB

«Cxnmatb» Mbl bygem anga toro, 4tobbl Ha

BX0oA4 3x3 ounbTpam nogaBaTb MEHbLLUE
OAaHHbIX

Forrest N. landola et.al. SqueezeNet: AlexNet-level accuracy with 50x fewer parameters
and <0.5MB model size. ArXiv 2016

1000
global avgpool

"labrador

dog LAl



dakTopusauunsa CBEPTKA

e —

Figure 3. Left: Standard convolutional layer with batchnorm and
ReLU. Right: Depthwise Separable convolutions with Depthwise
and Pointwise layers followed by batchnorm and ReL.U.

3x3 Conv | [3x3 Depthwise Conv|
I I

BN | | BN |
I I

| RelU | | RelU |
I

| 1x1 Conv |

| |

Depthwise Convolutional Filters Pointwise Convolutional Filters

« QaKTopuslyem CBEPTKY B «NOCOUHYIO» (deepwise) n notoyedHyto (pointwise)
* CroXHocCTb 0BbIMHOro CBEPTOYHOIO CII0S:

Dy Dy M- N - Ds - Df,rne Dy - pagpeLueHme Bxoaa, M — yncno kaHanoB Bxoaa, N —
4MCNO KaHanoB Bbixoda v Dy - paspeLleHne Bbixoaa

« CnoxHocTb koMmOuHauun depthwise convolution + pointwise convolution::

pK -DK I\IDF -DF—I-J\"’['I\/T-DF DF
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MobileNet &>

Table 6. MobileNet Width Multiplier

Table 8. MobileNet Comparison to Popular Models

Width Multiplier ImageNet Million Million Model [mageNet  Million Million
Accuracy Mult-Adds  Parameters Accuracy Mult-Adds  Parameters
1.0 MobileNet-224 70.6% 569 4.2 1.0 MobileNet-224  70.6% 569 4.2
0.75 MobileNet-224 68.4% 325 2.6 GoogleNet 69.8% 1550 6.8
0.5 MobileNet-224 63.7% 149 1.3 VGG 16 71.5% 15300 138
0.25 MobileNet-224 50.6% 41 0.5
Table 4. Depthwise Separable vs Full Convolution MobileNet
Table 7. MobileNet Resolution Model ImageNet  Million Million
Resolution IfnagENet Million Million Accuracy Mult-Adds Parameters
Accuracy Mult-Adds  Parameters Conv MobileNet  71.7% 4866 29.3
1.0 MobileNet-224  70.6% 569 4.2 MobileNet 70.6% 569 4.2
1.0 MobileNet-192 69.1% 418 4.2
1.0 MobileNet-160 67.2% 290 4.2
1.0 MobileNet-128 64.4% 186 4.2

 VGG-nogobHas apxutektypa ¢ akTtopru3oBaHHbIMU CBEPTKAMMU

Howard et.al. MobileNets: Efficient Convolutional Neural Networks for Mobile Vision Applications. https://arxiv.org/abs/1704.04861



https://arxiv.org/abs/1704.04861

MobileNetV2

lu6, Dwise

-+

O06bI4vHbIN residual block MHBepTMpoBaHHbIN residual block

B yem pasHuua?

https://arxiv.org/abs/1801.04381



https://arxiv.org/abs/1801.04381
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EfficientNet &>

#channels , . , o t
jmm——t O wider - | ! ;

; deeper
— | } i -
B ayer — ¢
: + higher | _,-higher
} resolution HXW e I ~, resolution S T . resolution
(a) baseline (b) width scaling (c) depth scaling (d) resolution scaling (e) compound scaling

Bbioensem koachdpuueHT macwtabupoBaHna ong NnponopLUnoHanbHOro yBenmyeHns
CMNOXHOCTM BCEX ANIEMEHTOB

Tan and Le, EfficientNet: Rethinking Model Scaling for Convolutional Neural Networks. https://arxiv.org/abs/1905.11946



https://arxiv.org/abs/1905.11946

. SN
EfficientNet <©)
Stage Operator Resolution | #Channels | #Layers
depth: d = o 1 Conv3x3 924 x 224 32 1
. & 2 MBConvl1, k3x3 112 x 112 16 1
width: w = (3 3 MBConv6, k3x3 112x 112 | 24 2
4 MBConv6, k5x5 56 x 56 40 2
resolution: r — ,yqﬁ 5 MBConv6, k3x3 28 x 28 80 3
6 MBConv6, k5x5 28 x 28 112 3
2 A2 0 7 MBConv6, k5x5 14 x 14 192 4
st.a-fyt 2 8 MBConv6, k3x3 7 x T 320 1
o Z 1, 5 Z 1, ¥ Z 1 9 Convlxl & Pooling & FC 7TX7 1280 1

Tan and Le, EfficientNet: Rethinking Model Scaling for Convolutional Neural Networks. https://arxiv.org/abs/1905.11946



https://arxiv.org/abs/1905.11946

Cewmencteo EfficientNetB0O-B7

841

Imagenet Top-1 Accuracy (%)

74 -
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-}

EfficientNet-B7

AmoebaNet A==

AmoebaNet-C

= =0

»% .9
27 NASNetA ...+ SENet
T
------- ResNeXt 101
‘‘‘‘‘ Inceptlon ResNet-v2
/ . . A
7’ 7e
o Xceptlon
I ]
I s oResNet-152 Topl Acc. #Params
D nseNet-201 ResNet-152 (He et al., 2016) 77.8% 60M
Bb . enseNet-20 EfficientNet-B1 79.1% 7.8M
I ResNeXt-101 (Xie et al., 2017)| 80.9% 84M
I 4 EfficientNet-B3 81.6% 12M
I ResNet-50 SENet (Hu et al., 2018) R2.7%  146M
' NASNet-A (Zoph et al., 2018) 82.7% 8OM
I . EfficientNet-B4 82.9% 19M
d Inceptlon v2 GPipe (Huang et al., 2018) ' 84.3% 556M
NASNet-A EfficientNet-B7 84.3% 66M
° "Not plotted
T ReSNe.t-I34 T T T T T T
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Number of Parameters (Millions)
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MobileOne

TwaTtenbHOEe n3mepeHne BNUaHNA pasHblx akTopoB Ha BpemM4
NHdEepeHCa NMEHHO Ha MOBUSTbHBIX YCTPOMNCTBaX

BeTkn, cnoXxHble yHKUMN akTUBaL KU, pasMep n3obpaxxeHund
PE3KO CHWXaT NponU3BOAUTENLHOCTb

Bepem MobileNetV1, yynm ¢ BeTkamn + penapameTtpusauymd
Y4nm xopoLuo, Co BCeMU TPHOKaMun + AUCTUNNAUMaen

Activation Function Latency (ms)
ReLU [ 1] 1.53
GELU [27] 1.63
SE-ReLU [32] 2.10
SiLU [15] 2.54
Dynamic Shift-Max [36] 57.04
DynamicReLLU-A [6] 273.49
DynamicReLLU-B [6] 242.14

Table 2. Comparison of latency on mobile device of different ac-
tivation functions in a 30-layer convolutional neural network.

1x1d
Conv

BN

Kumar et.al. MobileOne: An Improved One millisecond Mobile Backbone. CVPR 2023

Reparameterize

—

Reparameterize

—

Inference

|

3x3d
Conv

Act.

1x1
Conv

BasoBbin 6nok, noxoxum Ha MobileNetV1 +
skip connection + penapameTpusaums


https://github.com/apple/ml-mobileone
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(a) Top 1 accuracy vs Latency on iPhone 12.
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O EeKTMBHbIE CBEPTOYHbIE CETU NOKA
0b6XxoaaT TpaHCcopMeEHLIE MOAENN Ha
MOBOMUIIbHBIX YCTPOMNCTBAX

Kumar et.al. MobileOne: An Improved One millisecond Mobile Backbone. CVPR 2023



https://github.com/apple/ml-mobileone

Hackonbko xopowa ImageNet?
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[Tpobriembl ImageNet

Old label: pier
Real.: dock; pier;
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Figure 4: Comparing progress on Real. accuracy and
the original ImageNet accuracy. We measured the asso-
ciation between both metrics by regressing ImageNet
accuracy onto Real. accuracy for the first (solid line)
and second half (dashed line) of the models in our pool.
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Table 2: Top-1 accuracy (in percentage) on ImageNet with our proposed sigmoid loss and clean label
set. Median accuracy from three runs is reported for all the methods. Either sigmoid loss or clean
label set leads to consistent improvements over baseline. Using both achieves the best performance.
The improvement of our proposed method is more pronounced with longer training schedules.

ImageNet accuracy

RealL. accuracy

Model

90 epochs 270 epochs 900 epochs 90 epochs 270 epochs 900 epochs
& Baseline  76.0 76.9 (+0.9) 75.9(-0.1) 825 82.9 (+0.4) 81.6(-0.9)
5+ Sigmoid 76.3 (+0.3) 77.8 (+1.8) 76.9 (+0.9) 83.0 (+0.5) 83.9 (+1.4) 82.7 (+0.2)
% + Clean 764 (+0.4) 77.8(+1.8) 77.4 (+14) 82.8 (+0.3) 83.7 (+1.2) 83.3 (+0.8)
& 4+ Both 76.6 (+0.6) 78.2 (+2.2) 78.5 (+2.5) 83.1 (+0.6) 84.3 (+1.8) 84.1 (+1.6)
A Baseline  78.0 78.3 (+0.3) 77.1(-0.9) 84.1 83.8 (-0.3) 82.3 (-1.8)
;') + Sigmoid 78.5 (+0.5) 78.7 (+0.7) 77.4 (-0.6) 84.6 (+0.5) 84.3 (+0.2) 82.7 (-1.4)
Z  + Clean 78.6 (+0.6) 79.6 (+1.6) 79.0 (+1.0) 84.4 (+0.3) 85.0 (+0.9) 84.4 (+0.3)
~ + Both 78.7 (+0.7) 79.8 (+1.8) 79.3 (+1.3) 84.6 (+0.5) 85.2 (+1.1) 84.5 (+0.4)

Beyer et. al. Are we done with ImageNet? https://arxiv.org/pdf/2006.07159.pdf
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icnonb3oBaHne apyrux gaHHbIX
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JFT-300M by Google

300M mn3obpaxeHun,, 1B
MeTok 18291 kateropumu

[locne dunbTpaumm octanoch
375M MeTOK, HO BCE paBHO
~20% owmnbok

Oby4yeHmne ResNet-101 Ha 50
X K80 B TeueHune mecaua

[Tony4yeHHy0 Moaenb
NCNosib30Banu Kak
npenoby4yeHHyo ang
pelleHna apyrux 3agad

Chen Sun et. al. Revisiting Unreasonable Effectiveness of Data in Deep Learning
Era. https://arxiv.org/abs/1707.02968
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Pe3tome 6a30BbLIX KnaccmdmkaTopos >

 OCHOBHbIE NMPUHLUNIMBI NOCTPOEHUA aPXUTEKTYP

CTtpounm rnybokme moaenm ns noxoxmnx 6J10KoB
bornbline CBEPTKM MOXHO Npnbnmnxatb nocnenoBaTefibHOCTbLIO CBEPTOK 3X3

CBEpPTKM 1X1 NO3BONSAT YNPaBrsaATb «TOMNWNHOMNY CIMOS N YMEHbLLATb
BbIYNCITNTENBLHYIO CIMOXHOCTb

MoxHO obpaboTaTbh AaHHble napannienbHO B HECKOSIbKMX BETBSIX U 3aTEM
00beaANHUTDb

Residual-ceasun (unu skip-connections) no3BosiaAl0T CHU3UTL Npobnemy
3aTyxaHus rpagneHTa n obydaTtb o4eHb rnybokme cetu, HoO Ha MHJOepeHCce UX

nyduwe ybumpatb
PasBunBaem attention n gpaktopmnsyem cBepTKu

« OOyuunTb Nyyile Ha BONbLUMX KOMMEKUMAX, UCNOMNb30BaTh XUTPbIE (U
CTpaHHble) ayrMeHTauMn U akkypaTHO YNCTUTb TECTOBbIE AaHHbIE



