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Pacno3HaBaHue no nuuy - sBepudounkaums

Ha obounx n3obpa)xeHnax ogmH 1 TOT Xe YenoBek, Un HeT?

BasoBas 3agada pacno3HaBaHUS NuL, KOTOPYHO M YENoBEKY NpoLLe
BCEro pellaTb



Pacno3HaBaHune 4yenoBeka

« «Watch listy - «Benbin» Unn «4epHbIN CIUCOK»
« EcTtb cnucok nogen ¢ potorpadpusamm
* Heobxoaoumo onpenenntb, BXOAUT N YENOBEK B 3TOT CNKUCOK Mo ero potorpadpumn

« CBOOMM K NornapHOMY CpaBHEHUIO «3anpoCcoB» C «N300paxeHnssmMun n3 6asbl»

* W3obpaxeHne MOXeT coaepXaTtb NMLUO, NOPTPET, NafoHb, OTNeYaTokK nanbeua,
BCIO Qourypy



iy

Ll
Mouck nonyay6nukaTos >

original image JPEG10 JPEG3 CROP20 CROP50

E

[Monyaoybnukatsl (Near-
duplicates) — cnerka
N3MEHEHHas1 Bepcus
n3obpaxeHus (pakypc, useta)




[TOMCK NOXOXMX U300pakeHni <o)

Nnn «nounck naobpaxeHun no cogepxaHuo» (Content-based image retrieval)

EcTb konnekyms |/|3o6pa>|<eH|/||7| Mbl cboplvlynvlpyelvl 3anpoc B Bnae
n3obpaxeHua-npumepa («Hamam To Xe caMmoey)

<» FEEN-HEE

[Tonck No «BU3yaribHOMY CXOACTBY» n3obpaxeHns B LENTIOM Unu o6 bEKTOB B
N300paxxeHnsax

Ualle Bcero — Hy>kHO HAUTKU TOT XXe caMblt OOBLEKT, U ApYyrve Nnoxoxue Ha
Hero

Knaccudukauus ¢ OTKpbITbIM U 3apaHee HEM3BECTHbIM HAOOPOM KNacCcoB
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O6Las cxema noucka NnoxXoXmx N3oGpakeHuil &>

(~ Konnexuun "\ MocTpoeHve HAaeKca KonnekLmum
N3obpaxxeHnn
BekTop-npu3Hak NHaekc konnekumm
N3o0pakeHus ‘ (CNUCOK BEKTOP-
(oeckpunTop) NPU3HaKOB)

N3obpanenme - Mounck n3obpaxkeHnss B Konnekumm
3anpoc
- BekTop-
[Nonck no Panxunpyem
fpnsHaK » MHAEKCY - CMINCOK MOXOXKMX
3anpoca

Nwem
onmxanwmnx cocegen no
BbIOpaHHOW METPUKe



Konnekuynmn anga pacno3HaBaHUSA YenoBeka

<

PeaynbTat paboTsl anropytmMa paHkupoBaHWs ]

[ W3obpaxeHne-3anpoc ]

e MHoro BapnaHTOB:
* Jlnuo
 Papgyxka
 OTnevyaTok nanbLeB
* Qurypa (n T.4.
* ToXXe MHOrTOMWIMOHHBLIX pa3MepoB U
aBTOMaTU4yeCcKoe NoCcTpoeHune

« Y Tyrna - 250 MrH. nsobpaxeHumn nuy
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Megaface challenge (2016)

MegaFace and MF2: Million-Scale Face Recognition

The MegaFace challenge has concluded, reaching a benchmark performance of over 99%. Because its goals have been met, and
ongoing maintenance of this platform would require considerable administrative effort, MegaFace is being decommissioned and
MegaFace data are no longer being distributed.

Distractors Training Set Test Sets
1 Million Photos 4.7 Million Photos FaceScrub Celebrities
690,572 Unique Users 672,057 Unique Identities FGNet Age-invariant non-celebrities

7 Mean photos / person (3 min, 2469 max)

http://megaface.cs.washington.edu/



http://megaface.cs.washington.edu/

3
[NaTtacet Oxford Buildings dataset @.' ,

Oxford5K

» 5062 n3obpaxeHnsa 1024x768
goctonpmmMmevaTenibHOCTEN
(landmark) Okdopaa

100K un 1M

e KOnnekuumn nsobpaxeHum-
OVUCTPAaKTOPOB MO caMbIM
nonynapHbiM BO flickr
3anpocam

Ashmokan AllSouls

Balliol

1 Bodleian

* 55 n3obpaxeHnn 3anpocoB — No 5 n3obpaxeHnm Ha 11
aocTornpumMmedaTenbHOCTEN

* [lo kaxxgomy 3anpocy 6asa pasmeyeHa (Good — xopoLuo
BuaHo, OK - > 25%, Junk <25%, Absent — He BUAHO)

J. Philbin, O. Chum, M. Isard, J. Sivic, and A. Zisserman, “Object retrieval with large vocabularies and fast spatial matching,” CVPR, 2007.



Google Landmarks

Weyand et al. Google Landmarks Dataset v2. CVPR 2020

COop Konnekuun B
nonyaBToOMaTUYECKOM pexmnme
nyTeM 3anpocoB K NOUCKOBOW
cucteme

762K nzobpaxeHum B nHgekce, 4.1M
n3obpaxeHunm ona obyveHuns, 200k
OOCTOoNnpMMeYaTenNbHOCTEN

[TonydeHbl n3 Wikimedia,
nonyaBToMaTn4yeckas pasmeTka,
800 yenoBeko-4yacoB

Bcero 118Kk TeCcToBbIX 3anpocoB



MeTpukn kavyectBa — Recall@R
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« R — anuHa BbigaBaemMoro crnucka
* Recall@R — BepoATHOCTb HaNMMYMa NCTUHHOIO coceda B cnucke anuvHel R
« DyHKUMo MoxHo camnnmposaTh (Recall@1, Recall@10) nnu ycpegHate mAP

https://openaccess.thecvf.com/content cvpr 2016/papers/Babenko Efficient Indexing of CVPR 2016 paper.pdf



https://openaccess.thecvf.com/content_cvpr_2016/papers/Babenko_Efficient_Indexing_of_CVPR_2016_paper.pdf
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Contrastive loss N
eneric Siamese Model (
- 4ty )= RO ne,
Input 1 Input 2 cont (x1?x2) ) - < _ 2
Lmax(O,a @fe (X1,X5)), Y1 # Y

\ \4
C BigtwoNdT )‘—Weights —’( NEtWTic2 ) [pULWn N3 «CMaMCKUX» CETEU
*  MuHUMM3NPYEM pacCTOAHME MeXay NpuMepamMmm ogHOro
A \

A A Ki1laCcCa
F F
satures catures Tpebyem 4TOObI paccTogHMe MeXay NpMMepaMm pasHbIX

\ / KraccoB 6biio 6onbLle napamMeTpa a
C Loss Function )

Loss Value

Hadsell et al. Dimensionality Reduction by Learning an Invariant Mapping. CVPR 2005
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Triplet loss >

Negative / \

Anchor __o LEARNING
C&‘. Negative

Anchor .
Positive Positive

Loss function: £, ;.. = max (O, @fg (x,,%,) — @}‘?9 (x.x )+ a)

Training: for x, choose arg max @fe & ol xp) and arg min @fe (x,, x,) online
from a large batch s.t.

@fe(xa,xn) < @fe(xa,xp) +

Schroff et al. FaceNet: A Unified Embedding for Face Recognition and Clustering. CVPR 2015
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Center loss &>
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Wen et al. A Discriminative Feature Learning Approach for Deep Face Recognition. ECCV 2016



SphereFace
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(a) Original Softmax Loss (b) Original Softmax Loss  (c¢) Modified Softmax Loss (d) Modified Softmax Loss (e) A-Softmax Loss (f) A-Softmax Loss

| Loss Function ] Decision Boundary |
Softmax Loss (W1 —=Wa)x+b1 —b2=0
Modified Softmax Loss ||z||(cos 01 —cosB2) =0

||z||(cos mB1 — cos O2) =0 for class 1

A-Softmax Loss ||| (cos 81 — cos mb2) =0 for class 2

Table 1: Comparison of decision boundaries in binary case. Note that, 6; is
the angle between W; and «.

ol ll cos(6y, )

1
Lmodified = > —log (
7

1
Lang = — —1
ang N ; og (e”a:z” cos(mByi,i) + Z]¢yz e”mz” Cos(ej,’i) )

Zj ellzill COS(Oj,i))

ollzill cos(mey, )

2D Hypersphere
Manifold

3D Hypersphere
Manifold

Euclidean Margin Loss ~ Modified Softmax Loss  A-Softmax Loss (m=2)

Liu et al. SphereFace: Deep Hypersphere Embedding for Face Recognition. CVPR 2017




CosFace, ArcFace

02 , 02
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& @ &
01 ’ 0, 01
Softmax SphereFace CosFace ArcFace
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Wang et al. CosFace: Large Margin Cosine Loss for Deep Face Recognition. CVPR 2018
Deng et al. ArcFace: Additive Angular Margin Loss for Deep Face Recognition. CVPR 2019
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MHBEpPTUPOBaAHHbIN UHAEKC &
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* MocTpoeHue: npumeHaem k-means gns pasdbueHns naodbpaxeHuin Ha
K knacTtepos. k ueHTponaos (codewords) obpa3sytoT codebook. XpaHum
k cnuckoB ¢ ID nsobpaxerHun 8 RAM

« lMouck: no 3anpocy q, Hangem HeCKonbko dnmxkanwmnx codewords.
BoaBpalwiaem Bce ID 13 cootBeTBYHOLLMX CMMUCKOB.



Product quantization (PQ) &

* [lpocTpoeHme:

\\\\\\\\\\\\\\\\\\\\\ * Pa306PéM BEKTOP X ANuHbI D Ha m

YacTten

 [lpumeHum K-means K Kaxaomy
g : G OTAEIbHO

vector

« CpaBHeHue ¢ K-means:

N N
ubv — e + kD v mk*(D/m)=k""D
b = px * OOblyHO K*=256 (1 6aunT)

H.Jégou et. al. Product quantization for nearest neighbor search, PAMI 2011



Hierarchical Navigable Small World &

entry point

[pybas oueHka TOYHOCTH

[Mounck 3a O(logN)
[TocTtpoeHue 3a O(N log N)
[MamaTb: 60-450 6anTt/ob6BLEKT

neéarest Helgthr

query vector

Malkov, Yashunin. Efficient and robust approximate nearest neighbor search using Hierarchical Navigable Small
World graphs. TPAMI 2018
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BapuaHT obwero metoga &>

1. CTpOVM MHBEPTUPOBaHHbIA MHAEKC ¢ Gonblnm K = 220
2. B kaxgom knactepe KogMpyrT OCTaToyHble BEKTOpPa ¢ noMoLbio PQ
3. [lpumensem HNSW ansa Beibopa knactepoB npu noucke

DEEP1B SIFT1B
Method K | R@l [R@I0|R@100| t [Mem| R@l [RQI0|R@100| t |Mem
O-Multi-D-OADC|[24][2"%| 0.397 [ 0.766 | 0.909 [8.5(17.34]0.360 [0.792| 0.901 | 5 |17.34
Multi-LOPQ[4]  |2*%| 0.41 | 0.79 | - |20 |18.68(0.454|0.862| 0.908 | 19 [19.22
GNOIMI|[5] 2'%10.45 [ 0.81 | - [20(19.75| - - - - | -
IVFOADC+G+P [2°Y(0.452(0.832|0.947 [3.3]17.87/0.405 | 0.851 | 0.957 (3.5 18

Table 4. Comparison to the previous works for 16-byte codes. The search runtimes
are reported in milliseconds. We also provide the memory per point required by the
retrieval systems (the numbers are in bytes and do not include 4 bytes for point ids).

Baranchuk et al. Revisiting the inverted indices for billion-scale approximate nearest neighbors. ECCV 2018



Pe3ome <©»

Mbl paccMoTpenu Tpu KOMNOHEeHTa CUCTEM NOUCKA:

1.
2.

[locTaHOBKU 3a4ad U AaTaceThl

DyKHUMM NOTEPb A8 00y4YeHUA METPUK, KOTOPbIE 3aCTaBNsAloT
NPU3HaKM nexaTb B KOMMaKTHbIX MHOroobpasusx (manifolds)

[MpnbnmxeHHble MeToObl NOMCKa DNMKanwmnx coceaen ans
MacLUTaOHbIX 3a4a4 Noucka No KapTUHKaM



