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3agava cerMeHTaumnm &>

PasgeneHne n3obpaxeHusa Ha pparMeHTbI(rpynmnbl NMMKCESOB)
Nno onpeneneHHoOMY KpUTeputo

L
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3BneuyeHne oobekTa &>

BbloeneHne KOHKPETHOIo NPOM3BONbHOMO 00bEeKTa, YKa3aHHOro
nornb3oBaTerieM Unm no Apyromy 3agaHHoro
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CermeHTauus 6e3 yumrens &>

PasgeneHue n3obpa)xeHns Ha pernoHbl, 04HOPOAHbIE MO CBOUM
BM3yalibHbIM XapakTepuUCcTMKaM, 1N OTNINYAIOLLNXCS OT COCeaHUX
PErMOHOB




CemMaHTu4deckada cermeHTauus &

[TonunkcenbHaga pasmMeTka n3obpa)keHus, rae Kaxxgaa MeTka COOTBETCTBYET
onpeneneHHomy O6‘beKTL

L
et SR

&

background

« PasHble nukcenu ogHoro oobekTa CyLeCTBEHHO OTNNYaKTCA ApYyr OT
Apyra no npusHakam (SSpKOCTWU, LIBETY, TEKCTYPE OKPECTHOCTH)

« EAWHCTBEHHOE, YTO Yy HMX 0bLLee — 3TO «ceMaHTMKa»

« [MosTomy 3agaya cermeHTaumMm oobekTa TECHO CBsA3aHa C 3agaden
pacno3HaBaHuS



Instance segmentation

BbliaeneHne Bcex oTaenbHbIX 9K3eMMNIApoB 00BbEKTOB onpeaenéHHoro
Knacca. Ka>|<p,b||/| O6‘beKT NnoMe4YeH CBOen METKOMN.




Panoptic segmentation O

(a) image

(c) instance segmentation (d) panoptic segmentation

ObbeanHeHue 3agadva semantic u instance segmentation B

eOVHYI0 Moaenb
Source: https://arxiv.org/pdf/1801.00868.pdf



https://arxiv.org/pdf/1801.00868.pdf
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OueHKa rno3bl YernoBeka &>

Photograph taken from Pexels

Kakaga cBA3b C cermMmeHTaunen?
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TpeboBaHMA K cerMeHTaumnm? &

* [paHuubl CermMeHToB [OOSKHbl COOTBETCTBOBATb rpaHuLUam
0O0OBbEKTOB

« CermeHT OomKeH LeNIMKOM COoAepXKaTbCs BHYTPU OObekTa

« Hebonblune obbekTbl HE AO0MKHbI ObITb YaCTblO CErMeHTa, a
OnucbIBaTbCA CBOUM CETMEHTOM

« CermMeHT p[omkeH OblTb OOHOPOAHBIM MO  BU3yarbHbIM
XapakTepucTukam

o CermMeHTbl AOMKHbI ObITb AOCTAaTOYHO BONbLUMMUK, YTOObI ObITh
«MHJOPMATUBHLIMWNY

« KomnakTHble, NpUMepPHO O4HOro pasmMepa
« PaBHOMepHO pacnpegeneHHble No 306 paxeHuto
* AnropuTtm gorkeH pabotaTb 6bICTPO




Cynepnnkcenu

_—

2

 CermMeHThil, «yaosJieTBOpAOLLNE» BbllLEYKAa3aHHbIM
Tpe6OBaHI/IFIM Ha3bIBAlOT «CyreprunKkcernn»

« «CynepnukcernbHasa cermeHTaunsa»
« Ewe Ha3biBaloT «nepecermeHTaumen» (oversegmentation)



[lepecermeHTauna Yepes Knacrtepumsaumio <)

* [NpeacraBMM MHOXECTBO MUKCESIOB KaK BbIOOPKY
(MHOXXEeCTBO BEKTOP-NPU3HaKOB)

* [lpMEeHNM Kakon-HMbyab MeToA KnacTepusaumm K JaHHbIM
B NPOCTPAaHCTBE NMPU3HAKOB

« Kaxgbi knactep 6yaeTt cooTBETCTBOBATb OHOMY CErMEHTY

« Kak obecneumnTb «noKaribHOCTb» KI1laCTEPOB B
n3o00paxeHnn?
* (X,y) MOXHO BKIMIOYNTb B BEKTOP-MPU3HAK
« XKecTKkMe orpaHMYeHns Ha pacCTOAHNA MeXay nNukcenamm



(a) standard k-means searches (b) SLIC searches
the entire image a limited region
3a4yemM conocTaBnATb NUKCENb CO 8cemMu ocTanbHbIMU?

Bynem cpaBHMBATHL C «LLEHTPOM Kriactepa» TONbKO MUKCENN, KOTOpble Mo2ym
rnpuHadrexamsb 3TOMY CErMEHTY (Ha pacCTosAHUN < S)

NHuumanuanpyem knactepbl Mo CETKE HA PacCTOSIHUM S

Radhakrishna Achanta, Appu Shaji, Kevin Smith, Aurelien Lucchi, Pascal Fua, and Sabine Susstrunk, SLI
Superpixels Compared to State-of-the-art Superpixel Methods, IEEE PAMI 2012.



http://infoscience.epfl.ch/record/177415

Anroputm SLIC

NHuunanuampyem UeHTpbl knacteposB C, No ceTke ¢
wiarom S

NHnumnanuampyem B Kaxkgom nukcene metky L(i)=-1 u
pacctosiHne D(i) oo bnvxkaunwiero knacrtepa -«

[Tpoxogum no knactepam C,

« [lnsa kaxgoro nukcena B obnactn 2Sx2S cyntaem pacctosHue
no Cy

 PaccrosaHue cuntaem B CIE LAB + (X,y)

« Ecnun pacctosaHune meHblwe D(i), Toraa ctaBum meTky L(i)= Kk,
3anucoiBaeM B D(i) HoBoe 3Ha4veHue

[oBTOpPsieM A0 TeX Nop, Noka cymmapHoe
N3MEHEeHNe KnacTepoB He byaeT MeHbLue
nopora
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BusyanbHoe cpaBHeHue &>

Efficient Graph-Based TurboPixel

4

SLIC

QuickShift
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CemMaHTn4yeckasa cermeHTaums




J\_'—/L
MeTpuKkuM KayecTBa &

Input Ground truth Prediction

Source: https://arxiv.org/abs/1611.09326

* Intersection over Union (loU) — no knaccam

tati true positives
segmentation accuracy = — — .
8 Y= true positives + false positives + false negatives

 mloU (mean loU) — cpeaHsas loU no Bcem knaccam

» Per-class pixel accuracy: TP+ TN
A = TP TN+ FP+ FN

https://www.jeremyjordan.me/evaluating-image-segmentation-models,



https://www.jeremyjordan.me/evaluating-image-segmentation-models/
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. I/I3o6pa>|<eHM9| C Kamepbl aBTOMODUNS

« 30 knaccoB 0OBLEKTOB

« 5000 xopowo pasmeyeHHbIX 1 20000 rpybo pasmeydeHHbIX
N300paxeHnn

1.5 yaca Ha pa3meTKy 1 nsobpaxeHusd

https://www.cityscapes-dataset.com/



https://www.cityscapes-dataset.com/
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CermeHTauusl No CBEPTOYHbIM NpU3HAKam &>

Input

Aeroplane
Coarse Score map

o~

CermeHTauuio MOXHO npeancTaBnTb KakK MOMUKCEJTIbHYIO KJ'IaCCI/ICbI/IKaLI,I/II-O

[TpMEHMM CBEPTOYHYIO apXUTEKTYPY ANS Krnaccudukaumm K nusobpaxkxeHuto, rnp.
VGG16

[Tonyynm matpuuy nprusHaKkoB C pa3peLleHnemM B 32 pa3 MeHbLLUe

|El,J'IFl KaXXOdoro nukcend rmpmn3Hakose npuMeHnm KJ'IaCCI/ICbI/IKaTOp aAa OUeHKN KiaCCoB
» [lpnmepHo kak RPN B Faster R-CNN

[Mony4ynm KapTy pasmMeTKn HU3KOro pa3peLleHns
Hy>XHO NOBbLICUTbL pa3peLleHne 40 NCXOAHOrO!



DeeplLab &

Bocnonb3yemca ounmHenHom nutepnonaunen n Dense CRF
ONs NOBbILWEHUA pa3peLleHuns

Input

Aeroplane
Coarse Score map
Deep
Convolutional |
o Neural o _a
Network
Y
Final Output Fully Connected CRF Bi-linear Interpolation

e

Chen et al. DeepLab: Semantic Image Segmentation with Deep Convolutional Nets, Atrous Convolution, and
Fully Connected CRFs. TPAMI 2016
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Raw score maps

After dense CRF



Transposed convolution

______________________________________________

Input: X’ (upsémplc x2) Xij

MoxeM yBennYnTb paspeLleHne KapTUHKK, paccTaBUB NMUKCENN PeakKo, U
3aTeM MHTEPNONMPys 3HAYEHNS B NPOMEXKYTKAX C MOMOLLIbIO CBEPTKM



Fully convolutional networks

32x upsampled 2x upsampled 16x upsampled 2x upsampled 8x upsampled
FCN-32s)  prediction  prediction (FCN-16s)  prediction prediction (FCN-8s)

prediction (

pool3

poold
predicti

image pooll pool2 pool3 poold poold
prediction

——
-
-
e
e
N\ s
S—— e e e

_+_
« CNN npusHakm HA3KOro paspeLleHnst Ha
ToileT b nocriegHem ypoBHe (32X yMeHbLUeHune)
e I « Heckonbko 3TanoB NOBbILLEHNS
FREOEMES Bl RN paspelueHns yepes “deconvolutional filters”
Deconvolution :"\:\
forupsampling e _ * BbIXoa ypOBHSA NOBbLILEHUS pa3peLleHns
i \b |Dimensionality reduction
cld A CKnaablBaeTca C NpuU3Hakamm
Encoder feature map COOTBETCTBYHOLLEIO YpPOBHA KOOANPOBAHUA
FCN

Jonathan Long, Evan Shelhamer, and Trevor Darrell. Fully convolutional networks for semantic segmentation.

CoRR, abs/1411.4038, 2014.



Max Unpooling

Max Pooling
Remember which element was max!

1| 2 |El 3
3 e 2 | 1 o | %
112121 ¢ | Rest of the network
7| 3|4 /|8
Input: 4 x 4 Output: 2 x 2

« CoxpaHsieM nHaekcbl Kaxxgoro max-pooling cnog
* [lpo noBbILWWEHUN pa3peLleHns Aernaem Tak:

Max Unpooling
Use positions from
pooling layer

Input: 2 x 2

w o o o

02 |0
i 0 | O
0O[0|0O
0O 0 4
Output: 4 x 4

« Konupyewm 3HauyeHunsa 13 Bbixoga max-pooling crnosi ¢ y4eTomM 3arnoMHEHHbIW NHOEKCOB

* [lpnmeHsieM 00y4YeHHble CBEPTKN ONA CriaXmnBaHus

Source: https://tarig-hasan.github.io/concepts/computer-vision-semantic-segmentation/



https://tariq-hasan.github.io/concepts/computer-vision-semantic-segmentation/

Encoder-Decoder with Max Unpooling O

Convolutional Encoder-Decoder

Output

Input
Tt

Pooling Indices

RGB Image

I Conv + Batch Normalisation + ReLU Segmentation
I Pooling M Upsampling Softmax

Convolution with trainable decoder filters

MeHsiem CXeMy «MNoBbllLEHNA pa3peLIEeHUA»

al0/0]0 + CoxpaHsieM MHAOEKCbI KaXxgoro max-pooling cnos
8 8 g 2 * [lpo noBbIWEHUN pa3peLLeHns aenaem Tak:
e Decon * Konupyem 3Ha4vyeHuda 13 Bbixoga max-pooling crnosi ¢ y4eéTom
5] Max-pooling for P 3anoOMHEHHbIN MHOEKCOB
¢ 4] Indices * [lpumeHsaem obydeHHble CBEPTKM ANA CrnaXxuBaHus
SegNet * [lenaem B HECKOMNbKO 3TANoOB 40 UCXOOQHOMo paspeLleHus

Vijay Badrinarayanan, Alex Kendall, and Roberto Cipolla. Segnet: A deep convolutional encoder-decoder architecture for image segmentation.
CoRR, abs/1511.00561, 2015.



Deconvolutional network

4 224x224 224x224

* [lo Bcemy n300paxxeHnto CTPoOMM BEKTOP Npun3HakoB 1x1

* Mlcnonb3ya coxpaHeHHble max-pooling MHAEKChI NOBbILLaeM
paspeLleHne 0o NCXo4HOro, npeackasbiBas KapTy pasmMeTKu

Hyeonwoo Noh, Seunghoon Hong, and Bohyung Han. Learning deconvolution network for semantic segmentation. ICCV
2015



U-Net r@.\——/‘ 3

128 64 64 2

. output
im .
iﬁg bt _ " segmentation
=l map

200 v 26
SO0 X SO0

[lobaBum
obxoaHble NyTu
(skip connections)

=»conv 3x3, RelLU
copy and crop

§ max pool 2x2

4 up-conv 2x2
=» cOnv 1x1

Ronneberger et al. U-Net: Convolutional Networks for Biomedical Image Segmentation. MICCAI 2015



Hourglass & Stacked Hourglass r@.\_—/‘ ]

HaBecum Ha obxogHble nyTu
aononHuTernbHble BMokn ans obpaboTku
NHpopmauunm

Ob6beanHMM Moaynu
B L,eMNo4Ky (Kackapn)

Newell et al. Stacked Hourglass Networks for Human Pose Estimation. ECCV 2016



https://arxiv.org/pdf/1603.06937.pdf

Atrous Convolution

Conv Conv
kernel: 3x3 kernel: 3x3
rate: 1 rate: 6

rate = 6
rate = 1 <>
i E-.E—.i
Feature map Feature map

yli] = Z:c[z + 7 - klw|K]
k

Mbl npmeHssiemM 3x3 CBEPTKY, HO OTCYETLI ODEPEM C LLIArom r

Chen et al. Rethinking Atrous Convolution for Semantic Image Segmentation. 2017

Conv
kernel: 3x3
rate: 24

rate = 24
~ep—-

Feature map
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Going Deeper with atrous convolutions &>

Block1l Block2 Block3 Block4 Block5 Block6 Block7
— — . —_— —_— —_— [ — [

" output
Image e 4 8 16 32 64 128 256 256

(a) Going deeper without atrous convolution.

rate=2 rate=4 rate=8 rate=16
Block1 Block2 Block3 Block4 Block5 Block6 Block7
Lt e B P S P
' output
Image e 4 8 16 16 16 16 16 16

(b) Going deeper with atrous convolution. Atrous convolution with rate > 1 is applied after block3 when output_stride = 16.

Chen et al. Rethinking Atrous Convolution for Semantic Image Segmentation. 2017



ASPP

« KnioueBon anemeHT Deeplab, HaunHas ¢ v2 (cenyac Bepcus 3+)

Block1
—

Block2

" - output
Image stride 4

>

16

rate=2

Block3
—

Block4
—

16

(a) Atrous Spatial

Pyramid Pooling

H

- |

(b) Image Pooling

1x1 Conv
3x3 Conv
rate=6

3x3 Conv
rate=12

3x3 Conv
rate=18

Concat
+

1x1 Conv
—

o CTtpoum «nupammay», cobmpaga npmsHakm ¢ pasHbiX MacLLUTaboB.

Chen et al. Rethinking Atrous Convolution for Semantic Image Segmentation. 2017
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HRNet

OO0
3

channel conv.
maps " block
N\

strided / upsample
conv.

AW

AVE\ UL NFAAN

R A TN
2R AN N

channel
maps

: D strided
f 3x3
@/ @ up samp.
l |

Fig. 3. lllustrating how the fusion module aggregates the information for
high, medium and low resolutions from left to right, respectively. Right
legend: strided 3 x 3 = stride-2 3 x 3 convolution, up samp. 1 x 1 =
bilinear upsampling followed by a 1 x 1 convolution.

Wang et al. Deep High-Resolution Representation Learning for Visual Recognition. TPAMI 2020



https://arxiv.org/pdf/1904.04514.pdf

[ ! g

cnonb3oBaHne HRNet X&> 7

AN f A

ST e SR e SO e

Figure 3. (a) The high-resolution representation proposed in [© 1] (HRNetV1 ); (b) Concatenating the (upsampled) representations that
are from all the resolutions for semantic segmentation and facial landmark detection (HRNetV2 ); (¢) A feature pyramid formed over (b)
for object detection (HRNetV2p). The four-resolution representations at the bottom in each sub-figure are outputted from the network in
Figure 1, and the gray box indicates how the output representation is obtained from the input four-resolution representations.

Wang et al. Deep High-Resolution Representation Learning for Visual Recognition. TPAMI 2020



https://arxiv.org/pdf/1904.04514.pdf

SegFormer (o>

.4 = Efficient SA:
PXG PG X {OxG Sx G, AC xS XN SA —SOftmax(CIkT/ D, )v
— /Dp)

m 2 ]

%% gg E§ Eé' Eg =

g'o —y%%—. —.%%—v '—bg_% %%{ — —»%—v

3/ 1] [ ] [ ‘E e k = Reshape(%,C - R) (k)

- , — -k = Linear(C - R, C)(k)

— X B
0 ——:1 3% -g :
23( 12|] |23 _ﬂ_g_ﬂ_g_. Mix-FFN:

= s MLP(Conv,,3(MLP(x))) + x

* He ncnonesyewm positional encoding
« KombuHupyem self-attention n ceeptkm 3x3 Anga y4éTta NpoCTpaHCTBEHHOM MHpOopMaLmn

Xie et al. SegFormer: Simple and Efficient Design for Semantic Segmentation with Transformers. NeurlPS 2021
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SegFormer >

Mix Transformer

| Output Size | Layer Name l
| | | BO | BI | B2 | B3 | B4 | B5
| |  Overlapping | Ky =% S=4 F1=28
| | Patch Embedding | C. = 32 | C. — 64
Stage 1 % X % - -
B =8 Ri=8| Ri=8| R1 =8 Ry =8 Ry =8
Transformer Ny =1 Ni=1| N1 =1 N1 =1 N1 =1 N1 =1
Encoder E, =8 E,=8| E;=8| E, =8 E, = E, =4
Ly =2 Liyi=2 | g = L, =3 L, =3 L, =3
| |  Overlapping | Ky =3; S2=2; P,=1
| | Patch Embedding | Co — 64 | Co — 128
Stage 2 % P4 % 2= 2=
Ry =4 Ro=4| Ro=4| R, =4 Ry =4 Ry =4
Transformer Ny =2 No =2 | No = No =2 Ny =2 Ny =2
Encoder E2=8 E2:8 E2—8 E2:8 E2:8 E2:4
Lis.=2 Lo=2| La=3| L2=3 L, =8 L, =6
| |  Overlapping | Kg=8; Sg=2; Ps=1
Patch Embeddi
| g o ow | 8 oy =160 | Cs = 320
Stage 3 16 X 16
Rg =2 Ryg=2| Ra=2| Rg=2 Rg =2 R3 =2
Transformer N3 =5 N3 =5| N3=5| N3=5 N3 =5 N3 =5
Encoder E3:4 E'3:4 E3:4 E3=4 E3=4 E'3:4
Lz =2 L3 =2 | L3 =6 | L3 =18 | L3 =27 | L3 =40
| |  Overlapping | K4 =3, S4=2, P4=1
Patch Embeddi
[ % o we] G286 Cy = 512
Stage 4 33 X 33
Re =1 Ri=111 Rs=1 R4 =1 Ri=1 Ry =1
Transformer Ny =8 Ny =8| Ny =8 N4y =8 Ny =8 Ny =8
Encoder E4 =4 Es=4| E4 =4 Eq4 =4 E4 = E4 =
Ly =2 Lag=2 | Ly=3| Lg=3 Ly =3 Ly =3




Pe3tome cerMmeHTaunoHHbIX Moaeneun Lo

« OcHoBHOWM NoaxoAd Ans NOCTPOEHUA CErMEHTaALMOHHbBIX CETEN —
Encoder-Decoder

« B kavectBe Encoder mbl 6epem nobyto KnaccumKaymMoHHYO CeTb

« Decoder coctont 13 6110KoB, MEXQY KOTOPbIMU NOBbILLAETCH
paspeLlueHne

« ECTb HECKONbKO CcNOCOOOB NOBLILLEHNSA pa3peLleHns

« QOOxogHble NYTW NO3BONSAIOT YYUTbIBATb MPU3HAKN BbICOKOIO
paspelwieHnsa na Encoder

« TpaHchopMepHbIEe apXUTEKTYPbI 0DecrneymBaloT KOHTEKCT 3a cYET self-
attention, n mbl MOXXeM gekogep ynpoCTUTb
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[lonb3oBaTernbCKn BBO

N T\
Masku OHTYp

NHTepaKkTnBHbIU pexmnm!



[laTaceTbl U METPUKM ©»

DAVIS

0.934
0.911
0.89

Berkeley — 50 images

0.85 1

GrabCut — 100 images 0031

2 0.811

DAVIS — 345 images

(]
£ 0.77 1

SBD — 2857 images, 6671

0.731 —— BRS

0.71 - f-BRS-B ResNet-50
maS kS e —— HRNet-18 ITER-M (SBD)
' —— HRNet-18s ITER-M (C+L)

0.671 —— HRNet-18 ITER-M (C+L)
065t—p— + ... L L e
1 2 3 45 6 7 8 9 1011 12 13 14 15 16 17 18 19 20

Number of clicks

« NoC@0.9 — CKonbKO KIMMKOB HYXXHO caenaTb,
4YTOObLI 4OBUTLCA YpoBHSA loU 0.9

* O6bIl4yHO orpaHnymBatoT Mmakcumym 20


mailto:NoC@0.9

Deep GrabCut L@.\_—A 7

B conv+ Retu

s Conv + Softmax

B ax Pooling

| Unpooling

(512:65x5) D 3
(128x5x5)

. - 4 -
§ - ” A i "f B —
a o |
¥’
4 ‘
Ly ; . N " |
Image Distance map |

Figure 2: The framework of our segmentation model. The rectangle is indicated in green in
the “Image" and “Distance map". The symbol & denotes the concatenation operation.

! Ground truth
Deconvl
(64:5x5)

HaCKomnbKO 9TO MHTEPAKTUBHLIN MeTO,?



RITM

Image

Encoded clicks

|

Conv, 1x1, 2—64 —

——>» Cony, 3x3/2, 3—+64

P

Other backbone layers

Conv1S

KoanpoBaHue KInMKoB
CmMelleHue ¢ npmsHakamu
N300pakeHus

NTepaTtnBHoe obOy4veHune
icnonb3oBaHMe Macku C
NpOLUIoro wara
icnonb3oBaHMe COBPEMEHHbIX
nartacetoB (COCO+LVIS) ans

o0y4yeHus

K.Sofiiuk, I.Petrov, A.Konushin Reviving Iterative Training with Mask Guidance for Interactive Segmentation. ICIP 2022



Zoom-In

Zoom-In Crop

Expansion
ratio 1.4

Sofiiuk et al. f-BRS: Rethinking Backpropagating Refinement for Interactive Segmentation. CVPR 2020



Segment Anything Model (SAM)

L
LBy

valid mask valid mask

lightweight mask decoder

A T
model

* image
encoder

s S
, prompt
o ® l cat with encoder
e black ears T T
segmentation prompt image prompt image
(a) Task: promptable segmentation (b) Model: Segment Anything Model (SAM)

Kirillov et al. Segment Anything. arXiv:2304.02643

I—V annotate —l

model data

Segment Anything 1B (SA-1B):

* 1+ billion masks

* 11 million images
* privacy respecting
* licensed images

(c) Data: data engine (top) & dataset (bottom)
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SegmentAnything &>

. score
il o S X
. 0 mask decoder
image i
- T _score
encoder
/ conv\ prompt encoder
: image 1 T . score
a9¢ o o
e mask  points box text

embedding

valid masks

* Wcnonb3yem ViT gna kogupoBaHnsa nsobpaxeHud
« “Amortized inference” — npusHaku n3obpaxeHnsi cintaem Yepes encoder oOauH pas, a UHTEPAKTUBHYHO
NHCOPMALMIO N MAcKy NoaMeLLMBaeM TONbKO nepen JierkoBeCHbIM AeKoaepom

Kirillov et al. Segment Anything. arXiv:2304.02643
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Instance Segmentation




Mask R-CNN gns Instance Segmentation

1] RolAlign

Figure 1. The Mask R-CNN framework for instance segmentation.

He et al. Mask R-CNN. ICCV 2017
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Figure 4. More results of Mask R-CNN on COCO test images, using ResNet-101-FPN and running at 5 fps, with 35.7 mask AP (Table

1).
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Panoptic Feature Pyramid Networks
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a) Feature Pyramid Network
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(b) Instance Segmentation Branch (c) Semantic Segmentation Branch

Bosbmém wugeto Mask R-CNN w© gononHum eé
CEMaHTUYECKON CErMeHTaLun No TEM XKe NpusHakam

Kirillov et. al. Panoptic Feature Pyramid Networks. CVPR 2019
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https://arxiv.org/pdf/1901.02446v2.pdf
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Carion et al. End-to-End Object Detection with Transformers. ECCV 2020
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OneFormer

3 architectures, 3 models & 3 datasets

1 architecture, 3 models & 3 datasets
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Architecture Architecture Architecture Architecture Architecture Architecture
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Semantic Data Instance Data Panoptic Data Semantic Data Instance Data Panoptic Data

(a) Specialized Architectures, Models & Datasets

(b) Panoptic Architecture BUT Specialized Models & Datasets

Jain et al. OneFormer: One Transformer to Rule Universal Image Segmentation. CVPR 2023

1 architecture, 1 model & 1 dataset
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() Universal Architecture, Model and Dataset



OneFormer

(a) Multi-Scale Feature Modeling

the task is {task}

Panoptic Text

Instance Text p

Semantic Text

Jain et al. OneFormer: One Transformer to Rule Universal Image Segmentation. CVPR 2023

|

[

Jaddepy xaL
v

gosgong

Qtask

Contrastive
Loss

(b) Unified Task-Conditioned Query Formulation

|
1|
i |
g &l 16 1 , AT SRS
o 32 =) (2] [=
g o gl 15| |=
o n Pl wun P %’
Ry gl|1gl |8
o ® ® )
% xL
o L]
Flatten Transformer Decoder
loooo0o ](N - 1) ——>» Training Only
Queries
Stack ; Training and
Inference
) 4
eo0ooceoOf—— p = Pr(task)
Q N Queries

v NxHxW
X Masks
Y
&
Classes
N x (K +1)
1
]
t v
Q--) CA P SA FFEFNF—>

Panoptic GT

Instance GT

Semantic GT

(c) Task-Dynamic Mask and Class Prediction Formation



OneFormer

-Scars '2 """"" ' —lnder 4 [ a photo with a car, a photo with a car, b
. R ) CNSEa b : a photo with a car, a photo with a car, - -
(U] ‘lbile —lle :""1"";;"": a photo with a car, a photo with a person, & =
é e qrc _____ } po ______ VBl : a photo with a person, a photo with a rider, -8, Panoptic List + | a panoptic '&
o EARRARAALEEE) Ry PRIGERRTEE | a photo with a bicycle, a photo witharoad, |& o
s : - s ; photo, a panoptic photo, ... |
é 1bU|Id|ng 1 trafﬂcsngn ; l vegetatlon ) a photo with a sidewalk, a photo with a pole, g ! ! ﬁ
BEsAREAassals 3 a photo with a building, a photo with a 2 fat
1 sic!ewalk- \ vegetation, a photo with a traffic sign ] /
G Bacsazacecans  RASAA03R0087  @ossseansacen : [ a photo with a car, a photo with a car, ::E §
O Scars 2 _ i ¥ ”ide' a photo with a car, a photo with a car, & " U i &
LC’ s a photo with a car, a photo with a person, R Retance List + [ an etance R
% E 1 bicycle E a photo with a person, a photo with a rider, :3 photo, an instance photo, ---] (E‘
=l e a photo with a bicycle | @ g
- ;‘““!-(ia-r _____ l _ s lnd_er- | a photo with a car, a photo with a person, |, e
O] (memeemmeeseans | @emencocasans . @asasmessoncs y a photo with a rider, a photo with a traffic sign, (BD 3
2 lb'cyde P _1_ pole lroad a photo with a bicycle, a photo with a road, |2 Semantic List + | a semantic %
= ) i i i cr > =
o e monones w R  SENRRINNS 2008 a photo wnth.a sidewalk, a photo wuth- apole, |5 photo, a semantic photo, ... ] I3}
qE) : lbuilding : : 1trafficsign ; : 1 vegetation : a photo with a building, a photo with a - =
3 R = R vegetation | - L
i 1sidewalk ! N P
(a) Task based GT Label (b) Extract number of binary masks (c) Form a list with text for each (d) Pad extracted Text to obtain
for each class mask's class type a list of length Niext

Jain et al. OneFormer: One Transformer to Rule Universal Image Segmentation. CVPR 2023



OneFormer
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Figure 4. Text Mapper. We tokenize and then encode the input
text list (T,,q) using a 6-layer transformer text encoder [49, 57]
to obtain a set of N, embeddings. We concatenate a set of Ny
learnable embeddings to the encoded representations to obtain the
final N text queries (Q.x). The N text queries stand for a text-
based representation of the objects present in an image.

Jain et al. OneFormer: One Transformer to Rule Universal Image Segmentation. CVPR 2023
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OneFormer &

2 < mloU mloU
Method Backbone #Params #FLOPs #Queries Crop Size Iters PQ AP fas) )
Individual Training
CMT-DeepLab* [59] MaX-S* [50] - — - 1025%2049 60k 64.6 —_ 81.4 —
Axial-DeepLab-L* [51] Axial ResNet-L [51] 45M 687G — 1025%2049 60k 639 358 81.0 81.5
Axial-DeepLab-XL* [51] Axial ResNet-XL' [51] 173M 2447G — 1025%2049 60k 644  36.7 80.6 81.1
Panoptic-DeepLab* [11] SWideRNet' [8] 536M 10365G - 1025%2049 60k 66.4  40.1 822 82.9
Mask2Former-Panoptic [12] Swin-L" [38] 216M 514G 200 512x1024 90k 66.6  43.6 82.9 —
Mask2Former-Instance [12] Swin-L" [38] 216M 507G 200 512x1024 90k — 43.7 — —
Mask2Former-Semantic [12]  Swin-L' [38] 215M 494G 100 512x1024 90k — —_— 83.3 84.3
kMaX-DeepLab* [60] ConvNeXt-L [39] | 232M 1673G 256 | 1025%2049 60k | 684  44.0 83.5 —_
Joint Training
OneFormer Swin-L" [38] | 219M 543G 250 | 512x1024 90k | 67.2 456  83.0 84.4
OneFormer ConvNeXt-L' [39] 220M 497G 250 512x1024 90k 68.5  46.5 83.0 84.0
OneFormer ConvNeXt-XL' [39] 372M 775G 250 512x1024 90k 684  46.7 83.6 84.6
OneFormer DiNAT-L' [21] | 223M 450G 250 | 512x1024 90k | 67.6  45.6 83.1 84.0

Table 2. SOTA Comparison on Cityscapes val set. ": backbones pretrained on ImageNet-22K; *: trained with batch size 32, *: hidden
dimension 1024. OneFormer outperforms the individually trained Mask2Former [12] models. Mask2Former’s performance with 250
queries is not listed, as its performance degrades with 250 queries. We compute FLOPs using the corresponding crop size.

Jain et al. OneFormer: One Transformer to Rule Universal Image Segmentation. CVPR 2023
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MeTpuku

Percentage of Correct Parts - PCP: A |limb is considered
detected (a correct part) if the distance between the two predicted
joint locations and the true limb joint locations is less than half of the
limb length (Commonly denoted as PCP@0.5).

It measures the detection rate of limbs. The con is that it penalizes
shorter limbs more since shorter limbs have smaller thresholds.

Percentage of Correct Key-points - PCK: A detected joint is
considered correct if the distance between the predicted and the true
joint is within a certain threshold. The threshold can either be:

* PCKh@0.5 is when the threshold = 50% of the head bone link

« PCK@0.2 == Distance between predicted and true joint < 0.2 * torso
diameter



[Tpamasa perpeccus

Initial stage

s}

DNN-based regressor

220 x 220

Stage s

P

DNN-based refiner

send refined values
to next stage

Toshev, Szegedy. DeepPose: Human Pose Estimation via Deep Neural Networks. CVPR 2014


https://arxiv.org/pdf/1312.4659
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Fig. 2. Example output produced by our network. On the left we see the final pose
estimate provided by the max activations across each heatmap. On the right we show

sample heatmaps. (From left to right: neck, left elbow, left wrist, right knee, right
ankle)
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« ResNet + deconvolution

CS D3 ' | Concat
| “* | Upsampling
m ‘ m | Deconvolution Module
\ () Elem-sum
1% e

ECCV2018 paper "Simple Baselines for Human Pose Estimation
andTracking» (https://arxiv.org/abs/1804.06208)

https://github.com/Microsoft/human-pose-estimation.pytorch



https://github.com/Microsoft/human-pose-estimation.pytorch
https://arxiv.org/abs/1804.06208

OueHKka Ka4yecTBa

Table 4. Comparisons on COCO test-dev dataset. Top: methods in the literature,
trained only on COCO training dataset. Middle: results submitted to COCO test-dev
leaderboard [9], which have either extra training data (*) or models ensamled (7).
Bottom: our single model results, trained only on COCO training dataset.

Method Backbone Input Size AP APso AP75 AP,, AP, AR
CMU-Pose [5] - - 61.8 84.9 67.5 57.1 68.2 66.5
Mask-RCNN [12] ResNet-50-FPN - 63.1 87.3 68.7 57.8 T71.4 -

G-RMI [24] ResNet-101 353 x 257 64.9 85.5 T71.3 62.3 70.0 69.7
CPN [6] ResNet-Inception 384 x 288 72.1 91.4 80.0 68.7 77.2 78.5
FAIR* [9] ResNeXt-101-FPN - 69.2 90.4 77.0 64.9 76.3 T75.2
G-RMI* [9] ResNet-152 353 x 257 T71.0 87.9 77.7 69.0 75.2 75.8
oks* [9] - 72.0 90.3 79.7 67.6 784 T77.1
bangbangren*™ [9] RcsN(,t 101 - 72.8 89.4 79.6 68.6 80.0 78.7
CPN™ [6,9] ResNet-Inception 384 x 288 73.0 91.7 80.9 69.5 78.1 79.0

Ours ResNet-152 384 x 288 73.7 91.9 81.1 70.3 80.0 79.0
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Pesiome nekumu

« MHOXecTBO pa3HbIX 3aa4 cermeHTaumm

N3BrneyeHne oObEKTOB
[lepecermeHTauus / cynepnukcenm
CemaHTH4eckasi cermeHTauus
Instance segmentation
[TaHoNTM4Yeckas cermeHTauus

[lo3a 4yenoBeka Yyepe3 cerMmeHTauuio

« Tekyulee pasBuTme

 HewnpoceTeBble MOOeNM = NOCTPOEHNE NPU3HAKOB + npeackasaHue
NOMNUKCeNbHOE

* Encoder-decoder vs npusHakn BbICOKOro paspeLueHus
« CermMeHTauMoHHas ronosa Kak JOMNOSIHEHWE K APYrMM Moaenam

* TpaHcdopmMepHble mogenu



