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Buabl BuOgeo

BupeonoTokK — ynopagoyeHHas
nocrieaoBaTenbHOCTb N306paxeHnn,
NONYy4YEHHbIX C OAHON KaMepbl Yepes
HebonbLWE NMPOMEXYTKU BpeMeEHU/

BugeonoTtok noapasymeBaeT 0b6paboTky Ha
nery.

BuageonocnenoBaTeribHOCTb XXe KOHEYHa,
MOXXHO obpabaTbiBaTb LIENTMKOM.

[Tonb3oBartenbckoe Buaeo — ot 3-5 kagpos/cek oo 30-50 kagpos/cek

PaspelueHne — ot 320x240 oo 1920*1080 (HD) (cenvac ewwe 4K)

B rpagauusix ceporo (ogHoKaHasribHOe) Ui UBETHOE (3X KaHasrbHoe)

[MToTok gaHHbIX — 2M6 (oaunH kaHan HD) x 3 (RGB) x 30 kagp/c = 180 M6/c
« CpaBHuMO ¢ nponyckHom cnocobHocTbio 1Gb Ethernet ceTu

L
LBy



CueHapun CbEMKA

« Pakypc, Bung Habnogaembix OO bEKTOB U T.4.
« Pakypcbl CbEMKM MOTYT ObITb KpanHe pasnnyHbl

« PaboTalolme cmctemMol ygaeTca co3gaTth, «3aTOYMBLUNCE» HA
onpegeneHHbIn CueHapun CbEMKU
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B 4éMm rmaBHOe oTnMuMe BUOEO OT N306paKeHNn? &

* [1BM>KeHne — rmaBHOE OTnn4mne
BUOEO OT N300pakeHnn

« JIBM>KeHne camo no cebe
ABNseTcsa MOLHOW BU3yanbHOU
NoacKa3Kou

 CyTb MHOIMX OENCTBUN MMEHHO
B AMHAMUKe




OnuncaHne ABUXEHUS )y

AUA R

* Toukn HabngaemMomn cLueHbl ABMXKYTCA OTHOCUTENBHO Kamepsbl /
N300paxeHuns

« BekTopHoe norne gsmxeHusa 2D npoekumn Ha nsobpaxeHue 3D To4ek
0OBLEKTOB CLEHbI Ha3blBaeTCs rmosiem dguxkeHus (motion field)

« HyxHO 3TO ABMXEHME KaK-TO dopMann3oBaTth, ONUCLIBATbL U
N3MepATb




OnTunyeckum NoTokK

« [1BM>KEeHMe ToYeK 0OBEKTOB MO

BMOEO0 YBUAETb MOXHO Janeko He
Bcerga

« E.g. Cepbit maTOBbLIN LLAP,
OCBeLLaeTcsa ¢ 0gHOW CTOPOHbI U
BpaLlaeTcs BOKPYr CBOEU OCu

Optical flow (onTu4yeckMn NOTOK) — BEKTOPHOE nosie BUAMMOoro
(apparent) OBMXeHUA NUKcCenen Mexay Kagpamu

BbluncneHne onTu4eckoro notoka — ogHa u3 6a3oBbixX 3agady aHanusa
BUOEO



dopmannsauna 3agayn >

* Optical flow — BekTOpHOE Norie 8UOUMO20 OBUMXEHUS NUKCENEN MexXay
kagpamu (w;;, V;;)
« OTO 3agadva NAOTHOro COMNnoCTaBMNeHUS

* [Ins KaXaow TOYKK (2,5, Y;; ) HA NEPBOM Kaape HYXHO HaNTU TOYKY
Ha BTOPOM Kajpe (CEZJ -+ uij) y’Lj -+ /U’L])
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BekTopa gsmxeHus ang LIBeToBOE KOAMpPOBaHME BeKkTopa
OTAENbHbIX TOYEK U BCEro ABwkeHusi. Kaxxgomy HanpaeneHuto v
N306paKEHUS aMninTyae cBOW LBET U APKOCTb

OnNTN4YecKum rnoToK - BEKTOPHOE none (u;

i»Vij) BUAMMoro (Habnogaemoro)
OBWXEHUSA NUKCENEN Mexay Kagpamu



Middleburry optical flow dataset [@.\—7‘ 7

Kak NOJNMYyHYUTb 3TAJIOHHbIE Ll,aHHbIe?

CunHTEeTn4yeckme
NaHHble

Source: S.Baker et. al. A Database and Evaluation Methodology for Optical Flow, IJCV, 2011
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e 3D ckaHupoBaHune

* OTOenbHO OOH U
OBWXKYLLIMECSH
OObLEKTDI

 BnucbiBanHune 3D
Moaernen obbeKkToB B
OBMXYLLMECS
OOBbEKTbI

http://www.cvlibs.net/datasets/kitti/eval flow.php



http://www.cvlibs.net/datasets/kitti/eval_flow.php

MPI Sintel

1064 training and 564 test frames, 1024 x 436 pa3peLllieHmne

D. Butler et. al. A naturalistic open source movie for optical flow evaluation. ECCV 2012



Spring &

Rendered Image

W W——

+ 11920 1080 Zoom 3.6

6000 FullHD kagpos

4K ground truth

3840x2160
Optical Flow

p

3840x2160 Zoom 5.4 x

Mehl et al. Spring: A High-Resolution High-Detail Dataset and Benchmark for Scene Flow, Optical Flow and Stereo. CVPR 2023
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FlowNet &>

[TpaAMONMHENHOE NPUMEHEHMNE CBEPTOYHLIX HENPOCETEN K
BbIYUCIIEHUIO ONTUYECKOro NoToKa

convolutional
hetwork

A. Dosovitskiy et. al. FlowNet: Learning Optical Flow with Convolutional Networks. 2015



https://arxiv.org/abs/1504.06852

FlowNet

FlowNetSimple

« OObegmHaem 2 Kaapa B 61 KaHanbHOe nlobpaxkeHue

* [lpumeHsieM HEUPOCETL

 MoxHo cgenartb cnoXxHee, 00beanHUB NMPU3HAKM C 2X KAPTUHOK C
NOMOLLIbIO cneumarnbHOro Crnos CpaBHEHUA NaT4yen

A. Dosovitskiy et. al. FlowNet: Learning Optical Flow with Convolutional Networks. 2015



https://arxiv.org/abs/1504.06852

Flying chairs

\—l

LBy

o+ I

Frame | Frames with Ground truth
pairs | ground truth density per
frame
Middlebury 72 8 100%
KITTI 194 194 ~50%
Sintel 1041 1041 100%
Flying 0
Chairs 22872 22872 100%

A. Dosovitskiy et. al. FlowNet: Learning Optical Flow with Convolutional Networks. 2015

: iﬂﬁh

He xBaTaeT gaHHbIX
ansa obyyeHus

[ToaTomy
CUHTETNYECKNU
Habop 13 netarLmx
CTyINbeB


https://arxiv.org/abs/1504.06852

PWC-Net (Pyramid, Warping, Cost volume) r@.\——/‘ i

Image mage Upsampled flow Feature ~ Feature » Upsampled flow
pyramid 1  pyramid 2 : } pyramid1  pyramid2 »
- e L . . o )
o ! :
l l A ietek kel ‘ } | |
! Warni ! Warping layer -
arping |[e—
wE  TF i ) ) I
: 1
:____l --------- -L----I ! 3 :‘““l """"" L"": : —»  Costvolume layer
I 1 :
._ { _ Co Energy ! - ’ (-
| ' : minimization Y i !
"""""""""" l —»] Optical flow estimator je—
Refined flow T SR Refined flow !
b — Post-processing b 4—' Context network

Peanunayem knaccmdeckmin noaxon, HO Yepes HenmpoCceTeBble NPU3HAKMU N HEMPOCETEBOW BbIBOA

Boiuncnaem “Cost Volume” yepes kopennsauuo nukcenem co casurom He bornee d

Pasmep CV = d? * Width * Height

Sun et. al. PWC-Net: CNNs for Optical Flow Using Pyramid, Warping, and Cost Volume. CVPR2018



https://arxiv.org/pdf/1709.02371.pdf

HekoTopble getanu
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Bxog Cost Volume, Optical nocT-obpaboTky
Flow, n Features
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» [logaepxmnBaem oueHKy OF B BLICOKOM paspelueHnn 6e3 nupamuasl
* KVcnonb3yem pekypeHTHbIN anemMeHT ans ytouyHeHus OF

Teed, Deng. RAFT: Recurrent All-Pairs Field Transforms for Optical Flow. ECCV 2020
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FlowFormer &>

Cost Volume Encoder
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«  Cixumaem cost volume B TokeHbl (H2XW? — HXW XKXD)
« 2-X CTaguiiHOe BHUMaHWe: BHa4yane Ans TOKeHOB BHYTPY cost map v 3aTteM mexay cost maps

« Jlekogep c cost queries

Huang et al. FlowFormer: A Transformer Architecture for Optical Flow. ECCV 2022
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Huang et al. FlowFormer: A Transformer Architecture for Optical Flow. ECCV 2022



SAMFlow

L
S

Optical Flow Task-Specific Adaptation
N ‘frozen (a) Context Fusion Module (b) Context Adaptation Module
<
! J ! S 2 LTSE
b
= T = AS [ Q, Q.
Reference FlowFormer Reference FlowFormer ..U!ﬂl' — % -§ E i? - § .5 § .E
A | bo) o o > 1 E > 1 E
BEEREER
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P vV vV
Context
Vs Tl Feature
‘ 1 |
* -/ 1 1
Ours Ours FlowF I
a) Examples of Fragmentations owrormer owlormer
(a) Examp g 1 Cost Volume —> Cost Query Cost Memory —*
Encoder Decoder
I, &I, Cost Memory Flow

Figure 2: The overview of our SAMFlow, which utilizes the frozen SAM image encoder to boost the object perception of the
optical flow model FlowFormer. We design two modules for in-depth utilizing SAM, including: (a) the CFM, which fuses SAM
features with FlowFormer encoder, and (b) the CAM, which adapts the features with the Learned Task-Specific Embedding.

Context Sim.
of Ours

Context Sim. Context Sim.
of FlowFormer of SAM

(b) Visualization of Context Similarity

Reference

Bcé cTtaHoBuTCA nydwe, ecnv 0obasnTb Npu3Haku ot
doyHOamMeHTanbHOM Mmoaenu

Zhou et. al. SAMFlow: Eliminating Any Fragmentation in Optical Flow with Segment Anything Model. AAAI2024



https://arxiv.org/abs/2307.16586
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Action recognition &>

Human actions are the main content of movies, TV news and shows,

home video and video surveillance
- X \‘ - §

« Smart surveillane
- Abnormal situation detection
* Video archive indexing and retrieval
- Search for a scene with Putin and Obama handshake
« Content navigation

- Rewind to the next goal in the soccer match

Source: http://www.di.ens.fr/~laptev/actions/hollywood2/



Human action

The most basic actions are simple body movements like walking or
running or clapping hands.

~

Walking Jogging Running

Boxing Waving Clapping

Source: http://www.nada.kth.se/cvap/actions/



Actions

Short meaningful movements

 m—

Answer hone Handshalze M
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Actions and events &>

A set of small actions with a specific common goal can still be called an
“action” but we can also call them “events”

Making sandwich Doing homework

Source: http://trecvid.nist.gov



Events

An event can include a lot of different actions of different people

Birthday party Parade

Source: http://trecvid.nist.gov/




Tasks

Action or event classification: assign a label of action or
event to a video

Making sandwich: present
Feeding animal: not present

Action localization: search for a spatial region and
time interval of a specific action in a video

Source: http://trecvid.nist.gov

L
]
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Actions and motions &>

« Actions are usually defined by motions

« But many visually similar motions can have very different meanings
and correspond to different actions

Source: http://www.di.ens.fr/willow/teaching/recvis11/slides/lecture10 video.pdf



http://www.di.ens.fr/willow/teaching/recvis11/slides/lecture10_video.pdf
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Datasets &>

It is much easier to collect and annotate datasets for action recognition
compared to object tracking or optical flow estimation

Source: http://www.di.ens.fr/~laptev/actions/hollywood?2/



http://www.di.ens.fr/~laptev/actions/hollywood2/

KTH Actions (2004)

&

Walking

Runnin

Boxing | Waving Clapping

« 25 people, 6 actions, 4 scenes (indoor, outdoor, outdoor with different
scale, outdoor with different clothes)

e 2391 video

Source: C. Schuldt, I. Laptev, and B. Caputo. Recognizing human actions: A local SVM approach. ICPR, 2004.




UCF101 (2012)

' rw = V. (T :
- o “J H + 3
- i ‘ ~ i 4 i
D 5 ; ?
il s =
% -
i
R BT B - .

« 13320 videos from Youtube in 101 classes

* Five groups: (1)Human-Object Interaction; (2) Body-Motion Only; (3)
Human-Human Interaction; (4) Playing Musical Instruments; (5)
Sports.

 Examples: to dye a lips, to tint eyes
* Accuracy from 43.9 (baseline Oct 2013) to 87.9% (Oct 2014)

Source: Khurram Soomro, Amir Roshan Zamir and Mubarak Shah, UCF101: A Dataset of 101
Human Action Classes From Videos in The Wild., CRCV-TR-12-01, November, 2012.



TrecVid MED’13 >

« 100 positive video clips per event category, 5000 negatives
» Testing on 98000 videos clips, i.e. 4000 hours
« 20 known events, 10 adhoc events

« Videos from publicly available, user-generated content on various
Internet sites

« Various descriptors for video, audio, text & speech recognition

Source: http://www-nlpir.nist.gov/projects/tv2013/tv2013.html



Kinetics
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large video dataset
scraped from
YouTube

riding unicycle
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Kay et al. The Kinetics Human Action Video Dataset. arXiv:1705.06950



Two-stream CNN model

single frame

-

multi-frame
optical flow

Temporal stream:

« Vertical and horizontal optical flow components
« 5-10 frames (input tensor w - h - 2L

« Mean flow can be subtracted from each frame

Spatial stream ConvNet

conv1 || conv2 || conv3 || conv4 || conv5 fullé full7 |Jsoftmax
7X7x96 ||5x5x256 || 3x3x512 || 3x3x512 || 3x3x512|| 4096 2048

stride 2 || stride 2 || stride 1 || stride 1 || stride 1 ]| dropout || dropout

norm. norm. pool 2x2
pool 2x2 || pool 2x2

Temporal stream ConvNet

conv1 || conv2 || conv3 || conv4 || conv5 fullé full7 ||softmax
7X7x96 || 5x5x256 || 3x3x512 || 3x3x512 || 3x3x512|| 4096 2048

stride 2 || stride 2 || stride 1 || stride 1 || stride 1 ]| dropout || dropout

norm. ||pool 2x2 pool 2x2

pool 2x2

)

4

class
score
fusion

Source: Karen Simonyan, Andrew Zisserman Two-Stream Convolutional Networks for Action

Recognition in Videos, NIPS 2014



Camooby4yeHune

-

[
1
4 temporal neg.
@ @ @ Zt@ 4t+1@ Zt+2@ @ ' _ !

- - 1 pos. spatial neg. !

YOy YA YAy 9.

i

m ﬁ L ﬁ @ @ 17 b

+1 Tt42 Tt43

Figure 2: A diagram of Dense Predictive Coding method. The left part is the pipeline of the DPC, which is explained in Sec. 3.1. The right part (in the
dashed rectangle) is an illustration of the Pred-GT pair construction for contrastive loss, which is explained in Sec. 3.2.

« Pa3sButune self-supervised metogos

* Yyumcs Ha 3agade 6e3 pasmeTku — npeackasaHnsa NPU3HaKos
crnegyrowmx sBuaeodparMeHToB Mo npeabiayLmm

* Hy)XHO CTPOUTb «MOXOXMEe» Ha peanbHOCTb

https://arxiv.org/pdf/1909.04656.pdf



https://arxiv.org/pdf/1909.04656.pdf
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Visual object tracking (VOT) O

e [lponsBonbHbIM OOBLEKT BblAENEH HA NEPBOM Kaape
* [lpo Hero HM4ero He 3HaeMm, HeT «aeTeKkTopay
* Mbl XoTM OTCNEeanTb ABUXEHME ODOBEKTA BO BCEX MOCeaAyoWmMX Kagpax

* Bbixog — «cnegbl» (track) o6bekToB, nocrnegoBaTesibHOCTL NTOKaALUUW B KaXXO0M
Kagpe BUOeo



CNOXHOCTb 3aaa4un

* BbluncnurtenbHas Harpy3Ka
* HyxHO obpabaTbiBaTth N KagpoB B CEKyHAOY

* /IameHeHne Nno BpeMeHHU

 Bug obbekta MeHAETCS OT Kagpa K Kaapy
n3-3a paKypca, MUSMeHeHUd OCBeLLEHNS,
BHYTPEHHUX N3MEHEHNWN (CKENTOOPANCT)

 B3aanmopencresme obbekToB
* [lepeKkpbITUaS OOBLEKTOB

* BuayanbHoe cxoacTBO OOBLEKTOB
 NT.1.




VOT Challenge

OCHOBHOWN KOHKYPC ANs1 OLEHKU METOO0B BU3yanbHOIO TPEKUHra
http://votchallenge.net/

OTKpbITbIE peanm3aunm

OueHKa Ka4yecTBa U CKOPOCTH

Hebornblion, Ho pasHoobpa3HbLIN HAboP PONMKOB

KopoTkne ponukm (100 frames)

Passutue:

- HobasneHue gpyrux moganoHocten (RGB + Depth, RGB + IR)

- [losiBNeHne «gonroro» OTCEXNBAHUS, C nponagaHuem u
nosasreHnemM oobLEeKToB


http://votchallenge.net/

[Ipmepbl NnocnegoBaTeIbHOCTEN

Most challenging:

-a—

‘-
(Aé."--‘

Matrix

Least challenging:

Octopus

Source: http://votchallenge.net/



« 1400 videos (YouTube CC license)
« 84s duration on average

st-19: “red bus runng n the highway" « 3.5M frames in total
« 70 classes chosen for popular
applications
« labelled by 10 volunteers and PhD
students

Mouse-6: “white mouse moving on the ground around another white mouse”

Han et al. LaSOT: A High-quality Benchmark for Large-scale Single Object Tracking. CVPR 2019
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CTaH,EI,apTHaFI CXeMa UTepaTtnBHOIo TPEKNHIa N4
Model | Feature
initialization vector

Current
frame



CTaHpapTHasa cxema UTepaTUBHOIO TPEKUHra

Start from
current position

. Previou _, Current

s frame

Nsasssssnqnnnnnsn

\

frame

Search in local
neighborhood

LB
B

Maximizing
visual
similarity

Repeat for
next pair of
frames



GOTURN LBy

Training

Testing

Neural Previous frame _Neural
Netwo rk NetWO I'k

Frozen Current frame
weights  tracking output

Current frame

Generic Object Tracking Using Regression Networks (GOTURN):

« OOy4yaem HenpoceTb Ha Konnekumn Buaeo n ndobpaxeHunim c bounding
box

« [lpocTO NpUMeHsieEM €€ K Nape KagpoB U 3a CHET 3TOro noslydaem
ckopocTb 100 kagpos/cek

Source: Held et.al. Learning to Track at 100 FPS with Deep Regression Networks, ECCV 2016



g

GOTURN network B -

Current frame Conv Layers
Search Region

Crop

Fully-Connected
Layers

- - Predicted location
of target
within search region

What to track
Previous frame Conv Layers

Source: Held et.al. Learning to Track at 100 FPS with Deep Regression Networks, ECCV 2016



Training GOTURN

Previous video frame
centered on object

Current video frame, shifted jps
with ground-truth bounding
box

Image centered on
object

Shifted image with ground-
truth bounding box

Small shifts are sampled more often than large shifts

Source: Held et.al. Learning to Track at 100 FPS with Deep Regression Networks, ECCV 2016



STARK

Search Region

Initial
Template

lﬁ l ( .| Bounding Box
L | prediction head

f

Flatten and Concatenate ) I:l

R T 1] |

Transformerw (O TTTT] Transformer
Encoder J Decoder

Target Query [:]

Figure 2: Framework for spatial-only tracking.

Encoder Output

I

Top-left
corner heatmap

FCNs

Bottom-right
corner heatmap

Decoder output

® Dot product
Q@ Element-wise product

Figure 3: Architecture of the box prediction head.

Yan et al. Learning Spatio-Temporal Transformer for Visual Tracking. ICCV 2021
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Replace T .
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Search Region - \ )
~oft- . B Initial Dynamic Yes
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\ Backbone

I | predicion head ||| Score head Two stage-training: first
(oo o) T localization, then classification

A

Transformer W f Transformer
Encoder J 'L Decoder
*

Target Query |:|

Figure 4: Framework for spatio-temporal tracking. The dif-
ferences with the spatial-only architecture are highlighted
in pink.

Yan et al. Learning Spatio-Temporal Transformer for Visual Tracking. ICCV 2021
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« PaboTtaemM co MHOXeCTBOM ODBbEKTOB

« Ha onntenbHbIX NPOMeEXYyTKax BPpeEMEHHN
 BapuaHThl :

— Detection Based Tracking (DBT)

— Detection Free Tracking (DFT)

Source: http://www.robots.ox.ac.uk/~lav/Papers/benfold reid cvpr2011/benfold reid cvpr2011.html



http://www.robots.ox.ac.uk/~lav/Papers/benfold_reid_cvpr2011/benfold_reid_cvpr2011.html

Bbixog MOT

 Habop TpaekTopuin 0O6bEKTOB A1 BCEX OOBEKTOB 3aaHHOro Tuna,
KOTOpbl€ BUOHbI B BUOEO

« [lonoxeHne obbekTa 0OLIYHO ONMUCbIBaAeTCA C NOMOLLLIO bounding box

Source: http://www.robots.ox.ac.uk/~lav/Papers/benfold reid cvpr2011/benfold reid cvpr2011.html



http://www.robots.ox.ac.uk/~lav/Papers/benfold_reid_cvpr2011/benfold_reid_cvpr2011.html

Ownokm MOT <O

GT Traj. FP TP FN Tracked

—— 00 ee ® o0 Frag.

1 2 3 4 5 6
(b)

* |D switches — ona ogHown aTanoHHOW TPAEKTOPUU BblOAETCH OBE U
bonee TpaekTopum

 Fragmentations — ona ogHou 3TanoHHOW TPaeKTOpPWUK BblOaeTcqa ABe
TPaeKToOpUM C NMPOMNYyCcKOM MeXay HUMKU, T.e. OObEKT HE BUAEH Ha psae
KagpoB



MeTpukn kayecTtBa

Multiple Object Tracking Accuracy (MOTP) —
HageXXHOCTb NOCTPOEHUSA TPAEKTOPUM

> (FNy+ FP, +IDSW,;)

MOTA =1 —
>, GT;

Multiple Object Tracking Precision (MOTP) —
TOYHOCTb NOKanusauum o6bLEKTOB




MeTpukun KadyecTtBa

* Mostly tracked (MT)

« ObbekT ycnewHo conposoxaarncs > 80% AnnHbl 3TanoHHON
TpaekTopum

e Mostly lost (ML)

« ObbekT ycnewHo conposoxaarncsa < 20% anvHbl 3TanoHHON
TpaeKkTopum

* Partially tracked (PT)
 Bce ocTtanbHble



p=

@ """" '@ Predicted ‘
[ S @ detections and TP of interest
trajectories (c)

. Ground-truth
detections and
trajectories TPA(c)

True Positive
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FPA(c)

! I False Negative
| Associations

L I FNA(c)

https://autonomousvision.qgithub.io/hota-metrics/
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https://autonomousvision.github.io/hota-metrics/

4 train and 4 test videos with challenging crowded scenes
14k frames, 9 minutes
1.5M and 0.7M bboxes for training and testing pedestrian detector

Source: https://motchallenge.net



https://motchallenge.net/

Duke Multi- Target Multl Camera

» 8 static cameras x 85 mlnutes of 1080p 60 fps V|deo

* More than 2,000,000 manually annotated frames

* More than 2,000 identities

 Manual annotation by 5 people over 1 year

* More identities than all existing MTMC datasets combined

« Unconstrained paths, diverse appearance
Source: http://vision.cs.duke.edu/DukeMTMC




10 hours of videos, 25 fps, resolution 960x540 pixels

24 different locations at Beijing and Tianjin in China
> 140000 frames

8250 vehicles

1.21M labeled boxes

Source: http://detrac-db.rit.albany.edu/



Detection by tracking

AR -~

ACCAOLI,I/IaALI,I/IFI obHapyXeHum

ConocTtaBneHus
OOHapyXXeHus u TpaekTopum
(Tpekun)

Source: S.Manen Leveraging single for multi-target tracking using a novel trajectory overlap affinity measure. WACV 2016



TunnyHblie Npobnemobl

* Owwunbkn getektopa — nponyckn obHapyxeHnn (FN) 1 noxHble
cpabaTtbiBaHUA

« XopoLuunmn TpeKep OOIMKEH YCTPaAHATbL 3TU NPobfieMbl
« 3aronHeHne nponyckoB B AeTEKLNSAX

« dunbTpaymsa NMoOXHbIX cpabaTbiBaAHNN



OrpaHn4yeHnsa TpeKepon

« MOT Challenge findings:
« 18% of tracks are not covered by detections at all
« 37% of tracks are covered by low-confidence detections
» Trackers reduce FP and raise FN

* Detector is a key!



BaXXHOCTb XOpOLUero getekropa

Tracker

13.(0

9.6

12.8

21.7

10.3

10.6

10.2

tMQTA  MOQTP

47.8

61.4

61.4

59.8

+9.8

+9.4

+10.6

+10.1

+10.3

79.0

75.5

R. Henschel, L. |

79.1

79.3

79.6

With DPM
(Deformable
part models)

detector

With Faster R-CNN
detector

Source: https://motchallenge.net



Online vs offline tracking

@@_} @9@9 @@9 see @@>

i[“‘@%*@@ﬂ@@» % o [0 e v o] [e

(a la\l\l \ \‘(;Ala \ \l /
)RR e [ ]
bl I vl gy hod Vv Ve B Py

1 i Online _ Pl Offline i

On-line tracking Off-line (batch) tracking

(Only current and previous (All frames (including

frames are available) future) are available)

Source: https://arxiv.org/abs/1409.7618



Data association

Two-frame methods

Multi-frame methods



KomMmnoHeHTbl pyHKUMK cxoacTea (affinity)

—
—




\f\—‘—/"
Accoumaumg npamo no loU &>

X

Matching object in neighouring frames by bounding box
overlap

Bochinski et. al. High-Speed Tracking-by-Detection Without Using Image Information. AVSS 2017



(\—‘ 7

Simple Online and Realtime Tracking (SORT) &>

CNN-based object detector

Kalman filter for prediction of object
position in current frame based on
positions in previous frames

Hungarian algorithm for matching
object detections in current frames
with predicted positions

loU of detected and predicted
bounding boxes as affinity measure for
matching detection and track

A. Bewley, Z. Ge, L. Ott, F. Ramos, B. Upcroft. Simple Online and Realtime Tracking. In arXiv:1602.00763, 2016.



Influence of motion prediction

MOTA | MOTP | MT ML FP FN | IDsw | Frag Hz
o o
SORT 59.8 79.6 | 25.4% |22.7% | 8698 (63245 | 1423 | 1835 | 59.5
IOU 57.1 771 [23.6% |32.9% | 5702 | 70278 | 2167 | 3028 | 3004

Comparison of SORT to simple loU tracker:

« Less False Negatives (FN), Fragmentations (Frag), ID Switches (ID

Sw), Mostly Tracked (MT)
Increase in MOTA and MOTP

* Increase in False Positive (bad)

Source: https://motchallenge.net
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Re-identification &>

S I|||:

Matches



—'—

MOTA [MOTP| MT | ML | FP | FN |IDsw | Frag | Hz
SORT| 598 | 796 |254% [22.7% | 8698 | 63245| 1423 | 1835 | 59.5
Deep | e14 | 7901 |32.8% | 18.2% |12852| 56668 | 781 | 2008 | 40
SORT : : ' '

Addition of re-identification to affinity between detections and tracks:

* Reduces ID switches (ID sw), False negatives (FN), Mostly Lost (ML)
and increases Mostly Tracked (MT)

« Somewhat raises False Positives (FP) and Fragmentations (Frag)

Source: https://arxiv.org/pdf/1703.07402.pdf



StrongSORT

T T T S ~ S~ S~ S~ S~~~ G
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| a simple Feature |
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Y.Du et. Al. StrongSORT: Make DeepSORT Great Again. IEEE TMM 2023

[nsa Havana
ynyywmnm 6asoBble
KOMMOHEHTHI,
BKINOYast OeTeKTop


https://github.com/dyhBUPT/StrongSORT

. =3
[ononHuTenbHble plug-in Mogynu &>

| pooling
T g squeeze \\\
Temporal Fusion
Module Module @'::) i'::> score

T. . i pooling / ;; Classifier ——— GT
J squeeze gy Tl

Fig. 3: Framework of the two-branch AFLink model. It adopts two tracklets 7} and 7 as input, where T, = { f;, x}, yiIr tN-1

k=k*
consists of the frame id f;; and positions (z}, ) of the recent N = 30 frames. Then, the temporal module extracts features LI
along the temporal dimension with 7 x 1 convolutions and the fusion module integrates information along the feature dimension
with 1 X 3 convolutions. These two tracklet features are pooled, squeezed and concatenated, and then input into a classifier Tracked+GSI

to predict the association score.

Fig. 4: Illustration of the difference between linear interpo-
lation (LI) and the proposed Gaussian-smoothed interpolation

Accoupnaums yaanéHHbIX TPeKkneTos (GSD).

«pamoTHasaA» MHTepnonsunsa TPaeKTopun
MeXay TpekneTamu Yyepes cnnanHbl

Y.Du et. Al. StrongSORT: Make DeepSORT Great Again. IEEE TMM 2023



https://github.com/dyhBUPT/StrongSORT

Pe3ome E>

e 2 BapuaHTa BMAEO — BMAeonocregoBaTenbHOCTb U BUOEOMNOTOK
« [1BMXXEHWNE — KIto4YeBOW HOBbLIW NMPU3HaK Ans pacrno3HaBaHUA No BMOEO

Mol paccmoTpenu 4 3agaym aHanm3sa BUOEO:
* OueHKy OnTUYEeCcKoro rnoToka
 Pacno3HaBaHue nencrtsunm n codbITUN
* BusyanbHoe conpoBoxaeHne 0ObeKTOB

« ConpoBoxaeHne MHOXecTBa O0ObEKTOB

* Bce 3agaun cenyac ycnelwHo pelwlaroTcsa HepoceTeBbIMU MOAENAMM

« KoHTeKCT (npn3sHakm nsobpa)keHust) n ABMXEHUE yYnTbiBaOT
OTOENLHO



