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4 ¢ |mageNet

1,000k o+
Classification

500k

#Images

MS COCO

artial Segmentation

ImageNet

2D Betection . pAGCAL KITTI CamVid/

0/ 2D and 3D i CityScapes
LabelMe _ SU

Segmentation
o

v
Ok ® Segmentation ® Segmentation

Annotation Time

>
0 Minutes 30 Minutes 60 Minutes

Pa3meTka gaHHbIX goporas
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Oby4aTb ntogen pasmevatb 9IPPEKTUBHO
n 6e3 oMBOK OYEHb CNOXHO

CyluecTByeT MHOIO Hepa3MedeHHbIX
AaHHbIX, M.O. Mbl MOXEM KaK-TO UX
ncnonb3oBaTb?

Xie et al. Semantic Instance Annotation of Street Scenes by 3D to 2D Label Transfer. CVPR 2016



[TlpenobyyeHmne Yyepes camo-odbyveHune N
feature
self-supervised extractor supervised evaluate on the
:> learning :> (e.g., a = learning :>{ target task J
convnet) assification. detecti
lots of ﬁ e.g. classification, detection
unlabeled [
data
A — bird
small amount of
labeled data on = — ,
the target task conv linear

classifier

1. OBy4unTb NONE3HbIN HENPO-NMPU3HAKK (UNn npeacTasneHus / representation)

C NOMOLLbIO NPOKCU-3a4a4un
2. [1o6aBnTb NOBEPX HEMPOMNPU3HAKOB CKOMbKO-TO CIOEB N 40-00y4NTb Ha

Ppa3MEYEeHHbIX AaTaCeTax
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MpenckasaHne KOHTeKCTa &>
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i I fce (4096) pF--------1 fcb (4096)
'____! pool5 (3x3,256,2) pool5 (3x3,256,2)
PRRpp—— conv5 (3x3,256,1) p-=--=-=----1 conv5 (3x3,256,1)
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pooll (3x3,96,2) pooll (3x3,96,2)
&3 N ’ ? convl (11x11,96,4)F == ====—= -1 convl (11x11,96,4)
R — [racn: ] [racns ]

[lpenckasbiBaeM, rge pacrnosnioXeH pparMeHT OTHOCUTESIbHO LIeHTparbHOro, Kak 3agaya 8-u
KflaccoBOW Kriaccudomnkaum

Doersch et al. Unsupervised Visual Representation Learning by Context Prediction. ICCV 2015



[Tlpecka3zaHne KOHTEKCTa — 3abaBHbIN 9 EKT

A 3 ; ..'~:‘ “
e
4 Image layout

ra % ) 4' "1‘.
R e
Initial layout, with sampled patchesinred is discarded We can recoverimage layoutautomatically

CeTb MOXET Hay4YUTbCS «KYNbHUYaATbY,
npeackasbiBas NONoXeHUa narya no apgexTy
Xpomartunyeckon abbepaunu

chromatic aberration

Doersch et al. Unsupervised Visual Representation Learning by Context Prediction. ICCV 2015
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Jigsaw puzzle &
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Permutation Set

index permutation Reorder patches according to
the selected permutation

N

(0]

64 9.4,68.32,5,1,7

O

11x11x96  5x5x256 3x3x384 3x3x384 3x3x256

[MpenckasblBaeM «NepecTaHOBKY» NnaTtvyen — Kak Ux Hy>KHO nepectaBuUTb, YTOObI pa3MecTuTb
dparmeHTbl B NnpasunsHoM nopsaake (~1000 knaccos)

Noroozi, Favaro. Unsupervised Learning of Visual Representations by Solving Jigsaw Puzzles. ECCV 2016



[ToBOpOTHI

» g(X,y=0)

ConvNet
model F(.)

Rotated image: X°

- = ConvNet
g(X.y=1) model F()
Rotate 90 degrees

Rotated image: X'

> ConvNet
g(X.y=2) | " . model F(.)
Rotate 180 degrees

Rotated image: X

Rotate 0 degrees

ConvNet
model F(.)

-~ g(X,y=3) >

Rotate 270 degrees ,
Rotated image: X

|_Obje;ves:_ -
| Maximize prob. |
- FP(x°) |
| Predict 0 degrees rotation (y=0) |
|
| |
Maximize prob. |
1 1
| i)

Predict 90 degrees rotation (y=1) | [ pencKa3blBaEM
| | MOBOPOT PparmMeHTa
| OTHOCUTENbHO

Maximize prob. |
™ R 6azoBoro

| Predict 180 degrees rotation (y=2) |

|

|
| p Maximize prob. |
F(X?) |
| Predict 270 degrees rotation (y=3) |

Gidaris et al. Unsupervised Representation Learning by Predicting Image Rotations. ICLR 2018



[loBOpOTHI (o>

Input images on the models

Mopgenb yuntca gooKycnpoBaTbCH
Ha KIo4eBbIX oparMmeHTax
n3obpaxeHum

Convl 27 x 27 Conv3 13 x 13 Conv56 x 6 Convl 27 x 27 Conv3 13 x 13 Conv56 x 6

(a) Attention maps of supervised model (b) Attention maps of our self-supervised model

Gidaris et al. Unsupervised Representation Learning by Predicting Image Rotations. ICLR 2018



Pe3tome npokcu-3agav Lo

* [lpoKcu-3agaym CTPOATCA SIMMUPUYECKN, ONMUPASICb Ha KaKyo-TO
anpuOPHYI0 BM3yanbHYO MHMOpMaLMIo, HanNnpuMep, NpeackasaHne
NMOBOPOTOB, MONOXEHUA B NPOCTPAHCTBE, LBETOB N300pakeHui

« Mopgenun yyartcsa noHMMaThb CyTb U306pakeHnsa Onsa peLleHust MPOoKCu-
3agaum

* [lorne3HoCcTb 0OYy4YEHHbIX MPU3HAKOB OLIEHNBAETCS Ha LiefieBoW 3agadven
* [NlpuagymaTtb NMPoKcu-3agady CrioXHo

« CRnoXHO npeackasaTrb, HACKOMNbKO Mosie3Hbl 06y4YEeHHbIE NPU3HAKU U
HACKONbKO MOAEeNb XopoLlo obobulaeTca
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KoHTpacTHoe obyyeHue (Contrastive learning) >

+ - -
x
4 ..

L L

T~

o4 i reference

Ve

x" positive

€T negative
- J

Given a score function s(-, -), we want to learn a mapping f, that yields high
score for positive pairs (x, x™) and low score for negative pairs (x, x):

s(fo (), fo(x™)) > s(f (), fo(x7))



Npea KOHTpacTHOro ooy4eHus O

[ycTb y Hac 1 pedepeHcHoe nsobpaxeHuin (x), 1 nonoxuTensHbl npumep (x7)
N — 1 oTpuuaTenbHbIX NpMMepoB (x~). byaem ncnonb3oBaTb MHOMOKNACCOBYH
KPOCC-3HTPOMUIO:

exp (s(f(x), fo(x™)))
exp (s(fp(x), fo(x*t))) + Zj-vz_ll exp (S(fe(x)afe(xj_))) 1

dyHKuKMA nssectHa Kak INfoNCE loss n ee oTpuyaHme gaeTt HMXKHIOK rpaHuuy Ha
mutual information mexny fo(x) u fa(x*):

MI[fy(x),fo(x")] = logN — &

< =-E, |log

Makcnmunsaumsa coBMeCcTHON MHAPopMaLUN Mexay pas3HbiIMU «BUOAMU» Ha
n3obpakeHne No3BONSET N3BMNEYb BbICOKYPOBHEHLIBYO MH(OpMaLUIO N3
N300paxxeHnn

Oord et al. Representation Learning with Contrastive Predictive Coding. arXiv:1807.03748



P
SimCLR &>

CDyHKLI,I/IFI KOCUHYCHOIO PaCCTOAHUA KaK o
Lenesas beHKLI,I/IFlZ 2 Maximize agreement 2,

A
Y

T
2; 3

ZJ
=]

s(z;, zj) = h; +— Representation —» h

icnonb3yemcs BCroMoraTesibHYy CeTb-
npoekTop g(.) 4ns npoeympoBaHnd
NPM3HaKOB B MPOCTPAHCTBO, B KOTOPOM
NMPUMEHSIEM KOHTPACTHOE Oby4eHmne

z;

Takon NpoeKTop yny4yluaeT obyyeHme,
T.K. bonee BaxxHas MHpopmMaLUns
COXpaHAEeTCA B h

Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. ICML 2020



(b) Crop and resize  (c) Crop, resize (and flip) (d) Color distort. (drop) (e) Color distort. (jitter)

(f) Rotate {90°, 180°,270°} (g) Cutout (h) Gaussian noise (1) Gaussian blur (j) Sobel filtering

[Tpumepbl ayrMeHTaumMmn n3odpakeHum npu nonyyYeHnn nap n3obpaxeHmn

Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. ICML 2020



SimCLR Ll

Algorithm 1 SimCLR’s main learning algorithm.

input: batch size N, constant 7, structure of f, g, 7.
for sampled minibatch {z;}7_, do
forallk € {1,...,N} do

draw two augmentation functions t ~7, t' ~T
# the first augmentation

okt = ;((agm | ) | [1ns kaxxgoro npumepa B MuHnbaTye
2k—1 = J(T2k-1 F representation
22k—1 = .(](h‘g]\-_l) = pl'n_iCCliUH Canﬂmpyel\/l .D.Be (byHKLlMM
# the second augmentation
2ot = #(22) | ayrmeHTaumm, NpumMeHsem ux, u
hor = f(Z2k) # I‘C]chl.ll;npn cynTaem paCCTOﬂHl/le Memﬂly
2ok = g(hoy) # projection
end for NPU3HaKaMu
foralli € {1,...,2N}andj € {1,...,2N} do
Si,j = ZITZJ/(HZ,”“ZJH) # PLlil'\\ 1Se \imilill‘i{_\
end for

define ¢(¢,j) as {(i,j)=—log = exp(si,;/T)

f_‘:l 1(r2i) exp(8i,k/T)
L =530 [6(2k—1,2k) + £(2k, 2k—1)]
update networks f and g to minimize £
end for
return encoder network f(-), and throw away ¢(-)

Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. ICML 2020



SImMCLR

L
S

Label fraction

% Supervised  *SimCLR (4x) Method Architecture l%T ;0%
g *SimCLR (2x) . _ o
> oCPCV2-L Supervised baseline ResNet-50 434 804
g 70 *Si'ﬁiCLR ./MoCo (4x) Methods using other label-propagation:
3 ePIRL-c2%"MC » Pseudo-label ResNet-50 516 824
= o 9 oMoCo (2x)  "MPIM VAT+Entropy Min. ResNet-50 470 834
& | ecPcv2 FlRL-ens. UDA (w. RandAug) ResNet-50 - 885
- IF\)/IIcI?Iéo eBigBiGAN FixMatch (w. RandAug) ResNet-50 - 89.1
2 eoF % SAL (Rot+VAT+En. M.) ResNet-50 (4x) - 912
g _ Methods using representation learning only:
E s5f-i #hotzlion InstDisc ResNet-50 392 774
BigBiGAN RevNet-50 (4x) 55.2  78.8
25 50 100 200 400 626 PIRL ResNet-50 w ¥ 0 83.8
Number of Parameters (Millions) CPC v2 ResNet-161(x) 77.9 91.2
SimCLR (ours) ResNet-50 2.9 87.8
SimCLR (ours) ResNet-50 (2x) 83.0 91.2
SimCLR (ours) ResNet-50 (4x) 85.8 92.6

Table 7. ImageNet accuracy of models trained with few labels.

Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. ICML 2020



SImMCLR

65.0 °
62.5
—
8—60.0
= Batch size
57.5 256
512
55.0 1024
2048 °
52.5 4096
8192
50.0 Eemmss memEnd

100 200 300 400 500 600 700 800 900 1000
Training epochs

SIMCLR TpebyeTt 0by4eHuns c
bonbwmmMmn 6atyamm

OTO BO3MOXXHO TONbKO AN
pacnpeneneHHoro ooy4yeHus
requires training with large

SImMCLR v2 — bonbwine moaenu,
DorbLle CMOEB B NMPOEKTOpPE

Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. ICML 2020



S
Momentum Contrast (MoCo) &>
contrastive loss (a-k +/ )
_ exp(q- T
similarity "‘%q o lOg exp(q-k*/t)+X; - exp(q-k=/T)
7 ko k1 Ko ... * LUenb — ymeHbwNTL pasmep b6atya ang pabortol
queue Ha MeHblem Yucne GPU
* [logoepxmBaem «ovepenb» U3 NPUMepPoB
encoder et (KrtoYen), KoTopble UCMOMb3yeM ANnS OLEHKM
loss, HO HEe UCnornb3yeM UX Anga pacyeTa
rpagueHTa
ke ke ke
i Ty Ty To® ... s [0S cTABUAM3ALNM <KIIOYM» NPOTOHSIEM Yepes

momentum encoder
« KoaunpoBuink obHoBNSAETCH ¢ O0NbLUNM
MomMeHTOB (m = 0.999)

He et al. Momentum contrast for unsupervised visual representation learning. CVPR 2020



L7
MoCo v2 > ,
unsup. pre-train imageNet  *  HENUHEWUHbIN NPOEKTOP U CUSIbHbIE
case MLP aug+ cos epochs batch acc. aryMeHTaumm HeO6XO,E|,|/|Mb| ans
MoCo v1 [6] 200 256 | 60.6
SimCLR [2] 7 s v 200 256 | 61.9 NoNy4YeHmna XopoLluero Ka4ecrtsa
SimCLR [2] & Y4 % 200 8192 |  66.6 _
MoCo v2 % Y 200 256 | 675 « MoCo obroHsieT SImCLR npwu
results of longer unsupervised training follow:
SimCLR [2] v 7 s 1000 4096 | 69.3 3aMETHO MEeHbLUNX baTyax
rloCore . S 8002561 7L« MoCo v2 Mbl MOXXeM 0By4aTh Ha

yane ¢ 8xV100 GPUs)

Chen et al. Improved Baselines with Momentum Contrastive Learning. arXiv:2003.04297



VICReg

0l
=]

ol

v(Z) = % ij:l max (O, 1-— \/Var(zi) + 8)
c(Z) = 3L, [CD1, C2) =35

s(Z,Z2") =MSE(Z,Z")

v(Z‘)/'

IS(Z,Z’)

§C(Z')

02

Y (2 —2)(z—2)"

: maintain variance
: bring covariance to zero
: minimize distance

: distribution of transformations
: random transformations

: encoders
: expanders

: batch of images

> :batches of views

> :batches of representations
: batches of embeddings

Bardes et al. VICReg: Variance-Invariance-Covariance Regularization for Self-Supervised Learning. ICLR 2022



=~
VICReg CO>

Linear Semi-supervised

Method Top-1  Top-5 Top-1 Top-5

1% 10% 1% 10%
Supervised 76.5 - 254 564 484 804
MoCo He et al. (2020) 60.6 - - - - -
PIRL Misra & Maaten (2020) 63.6 - - - 57.2 83.8
CPC v2 Hénaff et al. (2019) 63.8 - - - - -
CMC Tian et al. (2019) 66.2 - - - - -
SimCLR Chen et al. (2020a) 69.3 89.0 483 656 755 878
MoCo v2 Chen et al. (2020c¢) 71.1 - - - - -
SimSiam Chen & He (2020) 71.3 - - - - -
SwAV Caron et al. (2020) 71.8 - - - - -
InfoMin Aug Tian et al. (2020) 73.0 91.1 - - - -
OBoW Gidaris et al. (2021) 73.8 - - - 82.9 90.7
BYOL Grill et al. (2020) 74.3 91.6 532 68.8 784 89.0
SwAV (w/ multi-crop) Caron et al. (2020)  75.3 - 539 70.2 785 89.9
Barlow Twins Zbontar et al. (2021) 13:2 91.0 55,0 69.7 79.2 89.3
VICReg (ours) 73.2 91.1 548 69.5 794 89.5

ObyuyeHmne BbinonHsaeTcs Ha 32xV100 GPUs



Masked Autoencoders

e ]
k -

input

He et al. Masked autoencoders are scalable vision learners. CVPR 2022

encoder

—

decoder

L
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Masked Autoencoders

method pre-train data ViT-B  ViT-L ViT-H ViT-Hyyg
scratch, our impl. - 82.3 82.6 83.1 -
DINO [5] INIK 82.8 - - -
MoCo v3 [9] INIK 83.2 84.1 - -
BEIiT [2] INIK+DALLE  83.2 85.2 - -
MAE INIK 83.6 85.9 86.9 87.8

He et al. Masked autoencoders are scalable vision learners. CVPR 2022



Supervised

softmax softmax
|
centering
|

cma
student gyg; —> | teacher gy,

Random  Supervised DINO

ViT-S/16 22.0 213 45.9
VIT-S/8 21.8 23.7 44.7

X1 XQ

Caron et al. Emerging Properties in Self-Supervised Vision Transformers. ICCV 2021



DINO

Method Arch. Param. im/s Linear k-NN
Supervised RN50 23 1237 79.3 79.3
SCLR [12] RNS50 23 1237  69.1 60.7
MoCov2 [15] RNS50 23 1237 71:1 61.9
InfoMin [67]  RNS50 23 1237 73.0 65.3
BarlowT [81] RNS50 23 1237 732  66.0
OBoW [27] RN50 23 1237 73.8 61.9
BYOL [30] RNS50 23 1237 744 648
DCv2 [10] RNS50 23 1237 752 67.1
SwAV [10] RN50 23 1237 75.3  65.7
DINO RN50 28 1237 753 67.5
Supervised VIiT-S 21 1007 79.8 79.8
BYOL™ [30] ViT-S 21 1007 714  66.6
MoCov2* [15] VIT-S 21 1007 7277 64.4
SWAV™ [10] ViT-S 21 1007 73.5 66.3
DINO ViT-S 2 1007 77.0 745
Comparison across architectures

SCLR [12] RN50w4 375 117 768 69.3
SwAV [10] RN50w2 93 384 773 673
BYOL [30] RN50w?2 93 384 774 -
DINO ViT-B/16 85 312 782 76.1
SwAV [10] RN50w5 586 76 78.5 67.1
BYOL [30] RN50w4 375 117 78.6 -
BYOL [30] RN200w2 250 123 79.6 739
DINO ViT-S/8 21 180 79.7 783
SCLRv2 [13] RNI152w34SK 794 46 79.8  73.1
DINO ViT-B/8 85 63 80.1 77.4

Oby4eHune Ha ogHom y3rie 8xV100
GPUs

Caron et al. Emerging Properties in Self-Supervised Vision Transformers. ICCV 2021
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DINOV?2 B>

Uncurated Data

Curated Data Embedding Deduplication Retrieval

[ [
[ [
[ [
[ [
[ [
E I I E
S an I 1
) I |
S ! ! Augmented Curated Data
. ,‘ * y ] | | o
% 1 ! l % u T
1', \./ u : : \_/ u
Z [ |
[ [
[ [
[ [
[ [ —
[ [
[ [
[ | o
[ [
[ [
[ [
[ [

[aHHble + bonblias mogenb (ViT-g, 1.1B params) ¢ guctunnaunen + HeCKOsbKo
dyHKUMM noTepb 1 perynspusaummn + adppekTneHoe BbinonHeHne. Koga aonga obyyeHus
N Beca BbISIOXKEHbI B ONEHCOP C KOMMEPYECKOU NNLEH3NEN

Oquab et al. DINOv2: Learning Robust Visual Features without Supervision. arXiv:2304.07193



DINOv2

L
LBy

Task Dataset / Split Images Retrieval Retrieved Final
classification ImageNet-22k / — 14,197,086 as is - 14,197,086
classification ImageNet-22k / - 14,197,086  sample 56,788,344 56,788,344
classification ImageNet-1k / train 1,281,167  sample 40,997,344 40,997,344
fine-grained classif. Caltech 101 / train 3,030 cluster 2,630,000 1,000,000
fine-grained classif. CUB-200-2011 / train 5,994 cluster 1,300,000 1,000,000
fine-grained classif. DTD / trainl 1,880 cluster 1,580,000 1,000,000
fine-grained classif. FGVC-Aircraft / train 3,334 cluster 1,170,000 1,000,000
fine-grained classif. Flowers-102 / train 1,020 cluster 1,060,000 1,000,000
fine-grained classif. Food-101 / train 75,750 cluster 21,670,000 1,000,000
fine-grained classif. Oxford-IIIT Pet / trainval 3,680 cluster 2,750,000 1,000,000
fine-grained classif. Stanford Cars / train 8,144 cluster 7,220,000 1,000,000
fine-grained classif. SUN397 / trainl 19,850 cluster 18,950,000 1,000,000
fine-grained classif. Pascal VOC 2007 / train 2,501 cluster 1,010,000 1,000,000
segmentation ADE20K / train 20,210 cluster 20,720,000 1,000,000
segmentation Cityscapes / train 2,975 cluster 1,390,000 1,000,000
segmentation Pascal VOC 2012 (seg.) / trainaug 1,464  cluster 10,140,000 1,000,000
depth estimation Mapillary SLS / train 1,434,262 as is 1,434,262
depth estimation KITTI / train (Eigen) 23,158  cluster 3,700,000 1,000,000
depth estimation NYU Depth V2 / train 24,231 cluster 10,850,000 1,000,000
depth estimation SUN RGB-D / train 4,829 cluster 4,870,000 1,000,000
retrieval Google Landmarks v2 / train (clean) 1,580,470 as is 1,580,470
retrieval Google Landmarks v2 / train (clean) 1,580,470  sample 6,321,880 6,321,880
retrieval AmsterTime / new 1,231 cluster 960,000 960,000
retrieval AmsterTime / old 1,231 cluster 830,000 830,000
retrieval Met / train 397,121 cluster 62,860,000 1,000,000
retrieval Revisiting Oxford / base 4,993 cluster 3,680,000 1,000,000
retrieval Revisiting Paris / base 6,322 cluster 3,660,000 1,000,000

142,109,386

Training Data INet-1k  Im-A ADE-20k Oxford-M
INet-22k 85.9 73.5 46.6 62.5
INet-22k \ INet-1k 85.3 70.3 46.2 58.7
Uncurated data 83.3 59.4 48.5 54.3
LVD-142M 85.8 73.9 47.7 64.6

Oquab et al. DINOv2: Learning Robust Visual Features without Supervision. arXiv:2304.07193



DINOv2

kNN linear
Method Arch. Data Text sup. val val RealL V2
Weakly supervised
CLIP ViT-L/14 WIT-400M v 79.8 84.3 88.1 75.3
CLIP ViT-L/14334 WIT-400M v 80.5 85.3 88.8 758
SWAG ViT-H/14 1G3.6B v 82.6 85.7 88.7 T77.6
OpenCLIP  ViT-H/14 LAION v 81.7 84.4 884 755
OpenCLIP  ViT-G/14 LAION v 83.2 86.2 894  77.2
EVA-CLIP ViT-g/14 custom™ v 83.5 86.4 89.3 774
Self-supervised

MAE ViT-H/14 INet-1k X 49.4 76.6 83.3 64.8
DINO ViT-S/8 INet-1k X 78.6 79.2 855 68.2

SEERv2 RG10B I1G2B X - 79.8 - -
MSN ViT-L/7 INet-1k X 79.2 80.7  86.0 69.7
EsViT Swin-B/W=14  INet-1k X 79.4 81.3 87.0 704
Mugs ViT-L/16 INet-1k X 80.2 82.1 869 708
iBOT ViT-L/16 INet-22k X 72.9 82.3 87.5 724
ViT-S/14 LVD-142M X 79.0 81.1 86.6 70.9

DINOV? ViT-B/14 LVD-142M X 82.1 84.5 88.3 75.1
v ViT-L/14 LVD-142M X 83.5 86.3 89.5  78.0
ViT-g/14 LVD-142M X 83.5 86.5 89.6 784
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UTo Takoe pyHOamMmeHTanbHas moaernbs? N

Mopaenb HasbiBaloT «dyHOaMeHTanbHOW», ecnu:

PaboTaeT ¢ HECKONbKMMW MOAArNbHOCTAMMN, HAanpumMmep, TEKCTOM U
N300paxxeHnsamm

PellaloT HeckonbKo 3aaa4y B pasHbIX JOMeHax, Hanpumep,
Knaccudukaumio, cermeHTaumio, onmcaHne, oTBeTbl Ha BOMPOCHI

PaboTaeT c 3anpocamu, T.e. NnoaaepXXnBaeT HECKOSIbKO BapnaHTOB
3anpocoB OTHOCUTESNIbHO aHanNnM3npyemou nHgopmaLmnm

XopoLio paboTaeT 6€3 TOHKOWU HAaCTPOWKN Ha LieneBon beHuMapk



CLIP

(1) Contrastive pre-training

Pepper the
aussie pup

>

N\\\;;;:\\\w

(2) Create dataset classifier from label text

A photo of ‘\\\i;;;\\\w

//jifiﬁii/J

Image
Encoder

!

!

IN

7l a . " Encoder
\ 4 v _ ‘
T | . | Ty

Ty T,

(3) Use for zero-shot prediction v v v v
LTy | IyTy | IpT3 | . | IrTy T, T, T; TN
[}'Tl I';'T‘) 13'T3 [-;'TN |ma
' o ) ¢ 5 1 *T, | 1;'T, | I;T [T

Encoder 1 I R B 1'IN
) 4
INTy | INTy | INT3 .. In'Tn A photo of
a

400M (image, text) nap, 500xV100 GPUs ansa npegobyyeHus

Radford et al. Learning transferable visual models from natural language supervision. ICML 2021



CLIP zero-shot results

StanfordCars
Country211 +23.2
Food101 +22.5
Kinetics700
SST2

SUN397
UCF101 .
HatefulMemes +6.7

+0.5
Birdsnap
MNIST
FGVCAircraft
RESISC45
Flowers102
DTD
CLEVRCounts
GTSRB
PatchCamelyon
KITTI Distance
Euro§AT

I I I

-40 -30 -20 -10 O 10 20 30 40

A Score (%)
Zero-Shot CLIP vs. Linear Probe on ResNet50
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text input
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Loss: contrastive loss + image-text matching + masked language modelling

Li et al. Align before Fuse: Vision and Language Representation Learning with Momentum Distillation. NeurlPS 2021



=K
ALBEF pseudo-targets &

masked language modelling |

“polar bear in the [MASK]” “a man.[MASK] along a road in front of “a [MASK] waterfall in the deep woods”
BRI GT: wild nature in summer” GT: standing AT 3 GT: remote
> Top-5 pseudo-targets: Top-5 pseudo-targets: Top-5 pseudo-targets:
1. zoo 1. walks | 1. small
2. pool 2. walking ¥ 2. beautiful
% 3. water 3. runs = 3. little
& 4. pond 4. running f 4. secret
5. wild 5. goes 5. secluded

¢ GT: breakdown of the car on the road GT: the harbor a small village
Top-5 pseudo-targets: " Top-5 pseudo-targets:
1. young woman get out of the car near the road 2 ;f' ! 1R ‘.‘3 1. the harbour with boats and houses
2. awoman inspects her damaged car underatree o o bbbl 2. replica of the sailing ship in the harbour
3. awoman looking into a car after locking her keys SN Ny - § 3. shipsin the harbor of the town
inside 4. the harbor a small village
4. young woman with a broken car calling for help 5. boats lined up alongside the geographical
5. breakdown of the car on the road feature category in the village

image-text matching 1



CpaBHeHue ALBEF ¢ CLIP

# Pre-train Flickr30K (1K test set)
Method Images TR IR
R@] R@5 R@]0 R@] R@5 R@I10

UNITER [2] 4M 83.6 95.7 97.7 68.7 89.2 93.9
CLIP [6] 400M 88.0 08.7 99.4 68.7 90.6 95.2
ALIGN [7] 1.2B 88.6 98.7 99.7 d9:1 93.8 96.8
ALBEF 4M 90.5 98.8 99.7 76.8 03.7 96.7
ALBEF 14M 94.1 99.5 99.7 82.8 96.3 98.1

Table 3: Zero-shot image-text retrieval results on Flickr30K.

VQA NLVR? SNLI-VE
Method test-dev  test-std dev test-P val test
VisualBERT [13] 70.80 71.00 67.40 67.00 - -
VL-BERT [10] 71.16 - - - - -
LXMERT [1] 72.42 72.54 7490 74.50 - -
12-in-1 [12] 1315 - - 78.87 - 76.95
UNITER [2] 72.70 72.91 77.18 77.85 78.59 78.28
VL-BART/TS [54] - 71.3 - 73.6 - -
ViLT [21] 70.94 - 7524 76.21 - -
OSCAR |[3] 73.16 73.44  78.07 78.36 - -
VILLA [8] 73.59 73.67 78.39 79.30 7947 79.03
ALBEF (4M) 74.54 74.70 80.24 80.50 80.14 80.30
ALBEF (14M) 75.84 76.04 8255 83.14 80.80 80.91

Table 4: Comparison with state-of-the-art methods on downstream vision-language tasks.

8xA100 GPUs ans
npenobyyeHus
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Box Scribble Cross Style Text+Visual

Panoptic Instance Semantic

Person in blue.

w1

' No Prompt & Visual Prompts @ Text Prompt / Ref Prompt & | Composition

Panoptic + referring + interactive segmentation

Zou et al. Segment Everything Everywhere All at Once. NeurlPS 2023



SEEM

SEEM Decoder

Learnable Queries Image Features Text Prompt Memory Prompt Visual Prompt

O0-0 O00-0 00-0 00-0 O0E-0

Class Embeddings ... Mask Embeddings ,’ Cross Attention

7’
’

\\ Self Attention

Joint Image-Text Representation Space

f : f | g
Text Encoder Image Encoder Visual Sampler —5| KiaskPool
f f -

Class/Sentence ﬂ O @ ]

N
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N H
- RN
& Y. i Image Features
N

(a) Model Architecture

Generic Seg

Referring Seg Interactive Seg

Learnable Queries Object Queries

DD Dl)llplicution .. .

Attention

Text Queries Visual Queries

i

Text Prompt Visual Prompt Memory Prompt

(a) Queries and Prompt Interaction

=
L]

Zou et al. Segment Everything Everywhere All at Once. NeurlPS 2023
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(b) Human-Model Interaction
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Interaction
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Interaction
[:I Tentative
Interaction
Tentative
Attention

(b) Self-Attention Mask



SEEM

Generic Segmentation

Referring Segmentation

Interactive Segmentation

Method Segmentation Data Type COCO RefCOCOg PascalVOC

o PQ mAP mloU |cloU mloU AP50 | 5-NoC85 10-NoC85 20-NoC85 5-NoC90 10-NoC90 20-NoC90
Mask2Former (T) [6 COCO (0.12M) 532 433 63.2 - - B - - - B - -
Mask2Former (B) E COCO (0.12M) 564 463 67.1 - - - - - - -
Mask2Former (L) COCO (0.12M) 57.8 48.6 67.4 - - - - - - - - -
Pano/SegFormer (B) COCO (0.12M) Segmentation | 55.4 * * - - - - - - - E -
LAVT (B) (53] Ref-COCO (0.03M) - - - 61.2 * * - -
PolyFormer (B) Ref-COCO+VG+... (0.16M) - - - 69.3 * * - - - - - -
PolyFormer (L) Ref-COCO+VG+... (0.16M) - - - 71.1 * * - - - - - -
RITM (<T) [18] COCO+LVIS (0.12M) - - - - - - * * 2.19 * * 2.57
PseudoClick (<T) COCO (0.12M) - - - - - - * » 1.94 * * 2.25
FocalClick (T) COCO (0.12M) - - - - - - * * 2.97 * * 3.52
FocalClick (B) COCO (0.12M) Interactive - - - - - - * * 2.46 * * 2.88
SimpleClick (B) COCO+LVIS (0.12M) - - - - - - 1.75 1.93 2.06 1.94 2.19 2.38
SimpleClick (L) [2 COCO+LVIS (0.12M) - - - - - - 1.52 1.64 1.72 1.67 1.84 1.96
UVIM (L) |55] COCO (0.12M) 45.8 * * B - - - - - - - -
Pix2Seq v2 (B) |5 COCO (0.12M) - 38.2 - - - - - - - - - -
X-Decoder (T) |11] COCO (0.12M) 52.6 413 62.4 59.8 * * - - - - - -
X-Decoder (B) [11] COCO (0.12M) 56.2 458 66.0 64.5 * * - - - - - -
X-Decoder (L) [11] COCO (0.12M) 56.9 46.7 67.5 64.6 * * - - - - - -
UNINEXT (T) Image+Video (3M) - 449 - 70.0 * * - - - - - -
UNINEXT (L) Image+Video (3M) - 49 6 - 73.4 * * - - - - - -
Painter (L) COCO+ADE+NYUv2 (0.16M) Generalist 434 - - - - - - - - -
#SegGPT ( COCO+ADE+NYUvV2 (0.16M) 344 * - - - - - - - - -
#SAM (B) |3 SAM (11M) - - - - - - 2.47 2.65 3.28 2.23 3.13
#SAM (L) % SAM (11M) - - - - - - 1.85 2.15 2.60 2.01 2.46
SEEM (T) COCO+LVIS (0.12M) 50.8 39.7 62.2 60.9 65.7 74.8 1372 2.30 3/ 1.97 2.83 441
SEEM (B) COCO+LVIS (0.12M) 56.1 464 66.3 65.0 69.6 78.2 1.56 2.04 2.93 1.77 247 3.79
SEEM (L) COCO+LVIS (0.12M) STenl LI 67.6 65.6 703 78.9 191 1.95 2T T 1571 2.36 3.61
SEEM (T) COCO+LVIS (0.12M) - - - 704 71.7 82.1 1.72 2.28 sTap 1.97 2.82 4.37
SEEM (B) COCO+LVIS (0.12M) Composition - - - 70200 1.8 87.8 1.56 2.03 291 T4 2.46 3.76
SEEM (L) COCO+LVIS (0.12M) - - - 75.1 769 86.8 1502 1.97 2.81 172 2.38 3.64

Zou et al. Segment Everything Everywhere All at Once. NeurlPS 2023
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Florence-2

(Aeocr ) [ — N [ Multi-round N\ [ ) R
API LMM ] Region re-training ———————u\ OCR
| Annotator ___ Score | Brief Caption R
Caption Model 'T] % —_— o Object
P— NMS Fine-tune w/ Detailed 5} ;
Grounding Aggregator ~ / small-scale Florence-2 Captlion § _Detecton_J
Model E> ——— ¢ enhanced data |$ 2 Region
Text Filter i ————————
W\ XUFI Blacklist More Dgtalled Proposal
Proposal Det. Text filterand ——8———— Trai \_ capion J Dense
rain
Mo ) =
Segmentation enhancement Florence-1 w/ large- \_ Segmentation /| Caption
Model i i le data
O Region filtering scale
N~ RN VRN J J

1 I

Initial annotation Data filtering and Iterative data refinement
w/ specialists enhancement

Final annotations

Image
collection

Figure 3. Florence-2 data engine consists of three essential phrases: (1) initial annotation employing specialist models, (2) data filtering
to correct errors and remove irrelevant annotations, and (3) an iterative process for data refinement. Our final dataset (FLD-5B) of over 5B

annotations contains 126M images, SO0M text annotations, 1.3B region-text annotations, and 3.6B text-phrase-region annotations.

Dataset | Rep. Model | #Images | #Annotations | Spatial hierarchy | Semantics granularity
JET300M [21] ViT 300M 300M | Image-level Coarse

WIT [64] CLIP 400M 400M | Image-level Coarse

SA-1B [32] SAM 1 1M IB | Region-level Non-semantic

GrIT [60] Kosmos-2 91M 137M | Image & Region-level | Fine-grained

M3W [2] Flamingo 185M 43.3M* | Multi-image-level Fine-grained

FLD-5B (ours) | Florence-2 (ours) 126M 5B | Image & Region-level | Coarse to fine-grained

Xiao et al. Florence-2: Advancing a Unified Representation for a Variety of Vision Tasks. arXiv:2311.06242



Florence 2

The image shows a person riding a red bicycle on a road
with a red car in the background. The person is wearing a
white t-shirt, black pants, and a black hat. She has a

[person, car, road ] A woman riding a bike down a backpack on her back and is pedaling with their feet on the

street next to a red car. pedals. The road is lined with trees on both sides and
there is another person riding another bicycle in front of
her. The date "9/22/2023" is visible in the bottom right
corner of the image.

Less granular (image level) More granular (image level)

|oA8] abew)

Text annotations

Rich semantic _

The image showsa person riding a red
bicycle on a road witha red carin the
background. The person is wearing a
white t-shirt, black pants, and a black
hat. She has a backpack on her back
and is pedaling with their feet on the
pedals. The road is lined with trees on
both sides and there isanother person
riding another bicyclein front of her.
The date '9/22/2023' is visible in the
bottom right corner of the image.

A woman riding a bikedown a
street next toa red car.

19Ae| uoibay

Less granular (region level) More granular (region level)
Text-phrase-region annotations -




Florence 2

Japooug
abew|

\

/

/What does the image describe?

N

Locate the objects in the image.

Locate the phrases in the caption: A
woman riding a bike.

What does the region (0.41, 0.15,
0.63, 0.73) describe?

What is the polygon mask of region
(0.41, 0.15, 0.63, 0.73)?

Multi-task prompts
\ A

sbuippaqwa |ensiA

sbuippaquia uoneoo| + 1xa)

UUUUUU U0000000U0uduuy

SJop0oou] Jawliojsuel |

Sl1apo2a(] Jawlojsuel |

000000 00000000

(The image shows a person riding a red \
bicycle on a road with a red car in the
background. The person is wearing a

white t-shirt, black pants, and a black hat.
She has a backpack on her back and is
pedaling with their feet on the pedals. The
road is lined with trees on both sides and
there is another person riding another

bicycle in front of her. The date

"9/22/2023" is visible in the bottom right

corner of the image.
& i J

person (0.41,
0.15, 0.63, 0.73)
... car (0.58, 0.26,
0.89, 0.61)

A women riding
a bike (0.41,
0.15, 0.63, 0.73

SU8X0) UOIE0| + }X3)

(0.48, 0.19, 0.48,
0.18, 0.49, 0.17, ...)
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3
LLaVA: Large Language and Vision Assistant @' ,

Language Response %
O ¢ KT A0

X, Image X Language Instruction

Language Model ffb

Projection W
Z,

Vision Encoder

https://github.com/haotian-liu/LLaVA



https://github.com/haotian-liu/LLaVA

Pe3ome E>

 Vcnonb3oBaHne Hepa3aMeyYeHHbIX JaHHbIX BbIrOgHO, T.K. IX MHOro a
pa3mMeyaTb A0SO

« [lepBbI NOAX0 K CAaMO-00y4YEHNIO 3aKIToYarca B 9BPUCTUYECKNX
NpokKcu-3agadvax

« KoHTpacTHOe 0D0y4yeHne n MackmpoBaHMe — MOLLHbIE NMOAXOAbl K caMo-
00y4eHUIo

* Mbl paccMoTpenu onpeaeneHne n HeCKOSIbKO NpMMepoB
doyHOamMeHTanbHLIX Mogeneun



