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Labelling tradeoff

Labelling enough data for deep
models is expensive

Labels always have errors

Training people to label effectively
and without many errors is hard

Lots of unlabelled data exist, can we
use it somehow?

Xie et al. Semantic Instance Annotation of Street Scenes by 3D to 2D Label Transfer. CVPR 2016
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Self-supervised pretraining

Usual ImageNet pretraining:

labelled ImageNet
dataset

supervised
pretraining from

random init

training with small
amount of labelled
data on target task

Self-supervised pretraining:

lots of unlabelled
images or videos

self-supervised
pretraining from

random init

training with small
amount of labelled
data on target task
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Context prediction

Doersch et al. Unsupervised Visual Representation Learning by Context Prediction. ICCV 2015
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Context prediction

Doersch et al. Unsupervised Visual Representation Learning by Context Prediction. ICCV 2015
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Jigsaw puzzle

Noroozi, Favaro. Unsupervised Learning of Visual Representations by Solving Jigsaw Puzzles. ECCV 2016
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Image rotation

Gidaris et al. Unsupervised Representation Learning by Predicting Image Rotations. ICLR 2018 10



Image rotation

Gidaris et al. Unsupervised Representation Learning by Predicting Image Rotations. ICLR 2018
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Pretext tasks summary

Pretext tasks are constructed emprically based on some visual prior
knowledge, e.g. predict rotations, spatial locations, colors of the image

The models are trained to extract semantic knowledge from images in
order to solve pretext task

Usefullness of trained features is assessed on the target task

Pretext tasks are hard to come up with

It’s hard to predict whether learned features will be general enough
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Contrastive learning

Given a score function 𝑠(⋅, ⋅), we want to learn a mapping 𝑓𝜃 that yields high
score for positive pairs (𝑥, 𝑥+) and low score for negative pairs (𝑥, 𝑥−):

𝑠(𝑓𝜃(𝑥), 𝑓𝜃(𝑥
+)) ≫ 𝑠(𝑓𝜃(𝑥), 𝑓𝜃(𝑥

−))
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Contrastive learning
Assume that we have 1 reference (𝑥), 1 positive (𝑥+) and 𝑁 − 1 negative
(𝑥−) samples. We will use multiclass cross entropy loss function:

ℒ = −E𝒳
⎡

⎣
log

exp (𝑠(𝑓𝜃(𝑥), 𝑓𝜃(𝑥
+)))

exp (𝑠(𝑓𝜃(𝑥), 𝑓𝜃(𝑥+))) + ∑𝑁−1
𝑗=1 exp(𝑠(𝑓𝜃(𝑥), 𝑓𝜃(𝑥

−
𝑗 )))

⎤

⎦

It is also known as InfoNCE loss and its negative is a lower bound on the
mutual information between 𝑓𝜃(𝑥) and 𝑓𝜃(𝑥

+):

𝑀𝐼[𝑓𝜃(𝑥), 𝑓𝜃(𝑥
+)] ≥ log𝑁 −ℒ

Maximizing mutual information between different “views” of an image
forces features to capture high-level information from images

Oord et al. Representation Learning with Contrastive Predictive Coding. arXiv:1807.03748
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SimCLR
Cosine similarity as the score
function:

𝑠(𝑧𝑧𝑧𝑖, 𝑧𝑧𝑧𝑗) =
𝑧𝑧𝑧𝑇𝑖 𝑧𝑧𝑧𝑗

‖𝑧𝑧𝑧𝑖‖‖𝑧𝑧𝑧𝑗‖

Use a projection network 𝑔(⋅) to
project features to a space where
contrastive learning is applied

The projection improves learning
(more important information is
preserved in ℎℎℎ)
Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. ICML 2020 16



SimCLR

Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. ICML 2020
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SimCLR
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SimCLR

Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. ICML 2020
19



SimCLR

SimCLR requires training with large
batch size. That is possible only with
distributed training

SimCLR v2: larger models, more
layers in projection head

Chen et al. A Simple Framework for Contrastive Learning of Visual Representations. ICML 2020
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MoCo

ℒ𝑞 = − log exp(𝑞⋅𝑘+/𝜏)
exp(𝑞⋅𝑘+/𝜏)+∑𝑘− exp(𝑞⋅𝑘−/𝜏)

Encoder is updated with large
momentum (𝑚 = 0.999)

Batch is shuffled before passing to 𝑓𝑞
and 𝑓𝑘 to prevent cheating via
BatchNorm

He et al. Momentum contrast for unsupervised visual representation learning. CVPR 2020
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MoCo v2

Non-linear projection head and
strong augmentation are critical
for good quality

MoCo outperforms SimCLR with
much smaller batches
(it’s possible to train MoCo v2 on
a node with 8×V100 GPUs)

Chen et al. Improved Baselines with Momentum Contrastive Learning. arXiv:2003.04297
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VICReg

𝑣(𝑍) = 1
𝑑 ∑

𝑑
𝑖=1 max(0, 1 −√Var(𝑧𝑖) + 𝜀)

𝑐(𝑍) = 1
𝑑 ∑𝑖≠𝑗[𝐶(𝑍)]

2
𝑖𝑗, 𝐶(𝑍) = 1

𝑛−1 ∑
𝑛
𝑖=1(𝑧𝑖 − ̄𝑧)(𝑧𝑖 − ̄𝑧)𝑇

𝑠(𝑍, 𝑍 ′) = 𝑀𝑆𝐸(𝑍, 𝑍 ′)
Bardes et al. VICReg: Variance-Invariance-Covariance Regularization for Self-Supervised Learning. ICLR 2022
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VICReg results

Training is done on 32×V100 GPUs
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Masked Autoencoders

He et al. Masked autoencoders are scalable vision learners. CVPR 2022
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Masked Autoencoders
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DINO

Caron et al. Emerging Properties in Self-Supervised Vision Transformers. ICCV 2021
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DINO results

Training is done on 8×V100 GPUs
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DINOv2
Data + large model (ViT-g, 1.1B params) distillation + several loss
functions and regularizers + effective implementation. Training code and
weights are open sourced under commercial license

Oquab et al. DINOv2: Learning Robust Visual Features without Supervision. arXiv:2304.07193
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DINOv2
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DINOv2 results
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What is a foundation model?

A model may be called a foundation model if it:
• works with multiple modalities, i.e. text and images
• solves several tasks in different domains, i.e. classification,

segmentation, captioning, question answering
• promptable, i.e. supports several types of queries regarding analyzed

information
• works well without finetuning
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CLIP

400M (image, text) pairs, 500×V100 GPUs for pretraining

Radford et al. Learning transferable visual models from natural language supervision. ICML 2021
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CLIP zero-shot results
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ALBEF

Loss: contrastive loss + image-text matching + masked language modelling

Li et al. Align before Fuse: Vision and Language Representation Learning with Momentum Distillation. NeurIPS 2021
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ALBEF pseudo-targets

masked language modelling ↓

image-text matching ↑
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ALBEF comparison with CLIP

8×A100 GPUs for pretraining
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SEEM

Panoptic + referring + interactive segmentation

Zou et al. Segment Everything Everywhere All at Once. NeurIPS 2023
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SEEM architecture
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SEEM results
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Florence 2

Xiao et al. Florence-2: Advancing a Unified Representation for a Variety of Vision Tasks. arXiv:2311.06242
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Florence 2
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Florence 2
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Molmo

OpenAI ViT-L/14 336px CLIP model
Various LLMs

Training:
1. Pretrain on PixMo
2. Finetune on academic datasets

Deitke et al. Molmo and PixMo: Open Weights and Open Data for State-of-the-Art Multimodal Models.
arXiv:2409.17146
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PixMo (Pixels for Molmo)
1. PixMo-Cap for pretraining:

3 labellers speak for 60 seconds → transcribe → improve with LLM →
summarize with LLM; 712k images, 1.3M captions

2. PixMo-AskModelAnything:
labellers use language-only LLMs to semi-automatically generate
question; 73k images, 162k question-answer pairs

3. PixMo-Points:
428k images, 2.3M question-point pairs
Augment prev dataset with points, 29k images and 79k
question-answer pairs

4. PixMo-CapQA, PixMo-Docs, PixMo-Clocks: generated using
an LLM
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Openness
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Evaluation
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WildVision-Arena

Lu et al. WildVision: Evaluating Vision-Language Models in the Wild with Human Preferences. arXiv:2406.11069
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UI
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Question distribution
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Battles
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Leaderboard
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Per-domain quality
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WV-Bench
500 data samples from Arena with expert annotation
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WV-Bench

Evaluation is done using GPT-4o as judge and Claude-3-Sonnet as reference
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WV-Bench
Evaluation is done using GPT-4o as judge and Claude-3-Sonnet as reference
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WV-Bench samples
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WV-Bench samples
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WV-Bench samples
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WV-Bench samples
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WV-Bench samples
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WV-Bench samples
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WV-Bench samples
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Conclusion

We reviewed following topics:
• motivation for self-supervised methods
• various proxy tasks for self-supervised learning
• contrastive learning and masked learning
• several definitions and examples of foundation models
• benchmarking foundation models using arenas
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