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Moandoumkaumsa nsobpakeHuin
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[TepeHoc cTnns nsobpakeHus




[logxoabl K peLleHunto

Encoder
Network

(conv)

Decoder
Network

(deconv)

latent vector / variables
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CUHTE3 U300paxeHui &> ,

PLAY ABOUT METHODS LEARN PRESS CONTACT CALLING BS

Click on the person who is real.

http://www.whichfaceisreal.com/



http://www.whichfaceisreal.com/

[Tpnumep peweHuna - DCGAN

Bxop — c/iy4anHbIN BEKTOP
Bbixopg - n3obparkeHue

Stride 2 16

CONV 2

Architecture guidelines for stable Deep Convolutional GANs

e Replace any pooling layers with strided convolutions (discriminator) and fractional-strided
convolutions (generator).

Use batchnorm in both the generator and the discriminator.

Remove fully connected hidden layers for deeper architectures.

Use ReLLU activation in generator for all layers except for the output, which uses Tanh.

Use LeakyReL U activation in the discriminator for all layers.

A.Radford, L. Metz, S. Chintala UNSUPERVISED REPRESENTATION LEARNING
WITH DEEP CONVOLUTIONAL GENERATIVE ADVERSARIAL NETWORKS. ICLR 2016



Busyanunsayna npusHakoB U perception loss



Busyanmnsaums Bektop-npusHaka

Hangéem Takoe nsobpaxeHue x, KOTopoe AaET TakoW Xe BeKTop-npusHak  dy, = d(xg)
OT n300paxeHunsa x,

Mahendran and Vedaldi. Understanding Deep Image Representations by Inverting Them, 2014



Buayanusaumnsa nsobpaxxeHus rno Bbixogam

[Tpouenypa noucka:
*  WHuuymanunampyem x 6enbim LLYyMOM
 bynem ontumunsnpoBathb Mo x crneayrwmn dyHkunoHan [ :

x* = argmin #/(P(x),Py) + AR(x)

XER” X WWDE

U(®(x), Do) = ||B(x) — B0’

R (x)— perynsapusaTtop, Hanpumep, Total Variation (TV):

R(x) = 2((xi,j+1 — xi,j)z + (X141, — xi,j)z)
L,j

« OnTuMKU3npyem yHKUMOHAN rpagMeHTHbIM ClyCKOM
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PeKkoHCTpYyKUNS

C nocrnegHero cCBEPTO4YHOro Crnos

[1lpocTpaHcTBEHHAA UHPOPMaL M BO MHOMOM COXPaHAETCS



PeKkoHCTpYyKUNS

C pasHbIX YPOBHEN

MHOXeCTBEHHbIE PEKOHCTPYKUNMN (pa3Hble N300paXkeHuns ¢
OOWHAKOBbLIMM MPU3HaKkamm)
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Perception loss

Patch 0 Reference Patch 1 : Patch 0 Reference Patch 1 : Patch 0 Reference Patch 1

| I

I ! u I

| i I

1 " I

1 |

1 |

1 B 1

1 I

1 I

Humans 1 1
1 |

L2/PSNR, SSIM, FSIM v | v |
1 1

Random Networks v | v :
Unsupervised Networks ! v !
Self-Supervised Networks ! v !
Supervised Networks 1 1
p | \/ !

Figure 1: Which patch (left or right) is ‘“closer’ to the middle patch in these examples? In each case, the tradi-
tional metrics (L2/PSNR, SSIM, FSIM) disagree with human judgments. But deep networks, even across architectures
(Squeezenet [20], AlexNet [27], VGG [52]) and supervision type (supervised [47], self-supervised [13, 40, 43, 64], and
even unsupervised [26]), provide an emergent embedding which agrees surprisingly well with humans. We further cal-
ibrate existing deep embeddings on a large-scale database of perceptual judgments; models and data can be found at
https://www.github.com/richzhang/PerceptualSimilarity.

Zhang et.al. The Unreasonable Effectiveness of Deep Features as a Perceptual Metric. CVPR2018



https://arxiv.org/pdf/1801.03924.pdf

[TouMeHUM ans nepeHoca CTUNA
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[pocTeliluve MeToabl nepeHoca CTUNA &>

[lpocTeunLlasa ctunmnsaumna — nepeHoc useta. Hanpumep, cpegHee um
avucnepcus rno Kaxkaom KaHany npupaBHUBAETCHA K U300paXXeHuto

«KCTUNA».

Target ‘ Transfer

Source

OcHoBHasa nagesa — moanukaums n3oobpakeHnst Takmm odbpasom, YToObI
No YacTu Npn3HaKoB OHO DbINO NOXOXe Ha UCXOOHOoe (coaepKaHue), a
No YacTu — Ha uenesoe (CTUMb)



Kak onucaTtb CTUnb?

3a onncaHue «CTUNa» MOXHO B3ATb
KOpPPEensumio OTKIMMKOB pa3HbIX
donnbTPOB Mo BCEMY U30OpaXKEHMIO

MOX>XHO BbIMMUCNUTL MO MPU3HaKam
NepBbIX CIIOEB «CTUMb» U
nonpoboBaTb PEKOHCTPYNPOBATb
N300paxeHmne c TEM XXe CTUNEM



PekoHCTpyKUMSA n3obpaxkeHnn ¢ 3agaHHbIM CTUINEM E

« CTunb MOXHO onuncaTb Koppendaumen oTKNMKoOB ounbTpoB, 3anucas maTtpuuy I'pama

» e G, BbluMCIAETCA KaK CKanapHoOe Npou3BeAeHNe OTKMUKOB -0 U j-ro ounbTPOB:

Gi E RN{XN;

HH —— | F €64 x 10000 Gi.? — Z FZ
k

100 w 64
100
« [eHepupyemM n3obpaxxeHnsa co CTUIEM UCXOLHOro N30bpakeHns, MUMHUMU3NPYS
cpefHeKkBagpaTUYHYO pasHuUy Mexay MmaTtpuuamm ['pama ncxogHoro n3obpakeHus
G n creHepupoBaHHOro nsobpaxkeHus A (unn cymmamm no L nepBbIX CNOEB)

L

Z ( . 41 2 Cost for sty]e Lossatyle = Z“"E’ Accumulate cost for
- reconstruction % lower layers

\ orm

1. A Parametric Texture Model Based on Joint Statistics of Complex Wavelet Coefficients. Portilla, J., & Simoncelli, E. P. Int. J. Comput. Vis. 40, 49-70 (2000)
2. Texture Synthesis and The Controlled Generation of Natural Stimuli Using Convolutional Neural Networks. Gatys, L. A., Ecker, A. S., & Bethge, M. NIPS (2015)



PeKOHCTPYKLUUA TEKCTYP

generate stimuli from CNN
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[TpMep PEKOHCTPYKUUN TEKCTYP

Up to Pool2 layer Up to Pool3 layer Up to Pool4 layer

P
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KrntoyeBoe HabnwgeHne

« CopepxaHune nsobpaxeHne n CTUnb oKasblBalOTCA pa3genumbl B
3HAYUTENBHON CTENEHM

* BepxHue cnou uennkom 6orsbLUe ONUCbIBAOT coaepKaHme
N300paxkeHuns

* Koppenauusa kapT HMKHUX CIIOEB — CTUIb N30bpaXkeHus

« MoxeM creHepupoBaTb N3obOpakeHns, HayaB ¢ 6enoro Lyma,
MUHUMU3NPOBAB rpagueHTHbIM CNYyCKOoM byHKLMOHAan:

Etotal (ﬁ’a C_ia f) — af’content( ) + Bﬁstyle( )

Gatys, Leon A., Alexander S. Ecker, and Matthias Bethge. "A neural algorithm of artistic
style." arXiv preprint arXiv:1508.06576 (2015).



Busyanunsauuna pabotol

PesynbraThl Yepes3 100
nTepaunn rpagmeHTHoro
cnycka




[Tponumep paboThbl
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[Tponumep paboThbl




COOTHOLLEHWNE CTUNSA U coaepXaHUS
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Used for Style



Deep Feature Interpolation

P. Upchurch et. al. Deep Feature Interpolation for Image Content Changes, CVPR 2017



Npeqa — MaHUNYIAUUA NPU3HAKaMW ]

It

1 0 . 0 1

« [nybokme HeMpoCceTH NOKa3bIBAKOT OTIINYHbIE pe3yfbTaThl Ha image
classification, ncnonb3ya nNpocTbie NMHENHBbIE KnaccndmnkaTopbl

e 3Ha4uT NPM3HAKOBOE NPOCTPAHCTBO MNONy4YaeTcd O4YeHb XopoLlee
« M.6. paxxe EBknnaoBo?
 MoxHo paboTaTb HanpsAMYyK B NPM3HAKOBOM MPOCTPAHCTBE



Cxema anropuTtma

Deep Feature Interpolation

Target set (men w/facial

hair)

Step 1: Map images to deep feature space
Deep feature space

Source set (men w/o facial hair)

Step 1: Mapping details

VGG-19 convolutional layers

— — — — — — -

Step 2: Compute
attribute vector

— — — — — — -

in feature space

Optimization

target

l(r\}, =) L2 loss
e o e e e
Step 4: Reverse lll‘dp Total variation loss ( \@ \]
[
to color space L. )

Figure 2. A schematic outline of the four high-level DFI steps.

Ncnonb3yem obbivHbie VGG npenobyyeHHble Ha ImageNet

L
LBy



BapbnpoBaHne napameTpa Lara

Original P:=i01 b=10.2 B=04 b=



P

\ <.
[MpumMep paboTbl Ha BbICOKOM pa3peLleHni &>

BelpaBHMBaHWE nuy, 1 gpyrnx
aTpudyTtos (My>x4nHa, Caucasian)

« Hwuskoe paspelieHne —
BblpaBHMBAHME rMa3 1 pTa Ha
aTane npenodbpaboTkn KONnekumnm

* BbICcoKkoe paspelueHne — noaroH
nunu K TeCToBOMY nepen cbopom
source & target Habopom ang
pacyeTa BeKkTopa
npeobpasoBaHus




[ ! !

Perceptual Loss vs Identity Loss &

« VGG-face, obyyeHHast ons pacno3HaBaHUsA nnu,
pabotana xyxe VGG Ha ImageNet.

* [lpnuymHa? Takas ceTb y4nTCa MrTHOPUPOBATb
N3MEHeHNE NPOCTO «BHELLUHUX» aTpmbyToB (YCOoB,
OYKOB), N OKYCUpPOBATLCS Ha YepTax nuua

« CpaBHeHue no npusHakam VGG-face gaért ldentity
Loss, T.€. OLEHKY NUBMEHEHUSA «ITMYHOCTU» YernoBeKa

* [lpn mogudukaunm n3obpaxxeHmin MOXXHO CMeLLMBaTb
Perceptual Loss u Identity Loss



. Ll
Ctunusauus ¢ Perception Loss &>

« Ontummnsaums c benoro wyma MaeT MeaneHHo
* Vpesi: BOCnonb30oBaTbCHA CETbIO-NpeobpasoBaTenem

« OueHuBaTb CXOACTBO BXOAa U Bbixoda dyaem vepes perception loss,
cTunga — yepes style loss

« [Ina kaxagoro CTunst Hy>XXHO oby4yaTb CBOKO CODCTBEHHYIO HEMPOCETb

[ = = e - - _l . Input image Reconstructed image
L Jw !
| - Latent Space
1 Representation
| A
r |1 A—
| | - ]
|
: ;
Input | Image Transform Net
Image '---—"----------- - , |

Johnson et. al. Perceptual Losses for Real-Time Style Transfer and Super-Resolution. ECCV 2016
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O6y4yeHne Takon ceTu W)y
Style Target ﬁq’),relul_2 [(,?'),relu2_2 (/-q'b,reluB_B p(f),relu4_3
‘style ‘style ‘style “style
e 3 ] R S
! , I !
: [ A : !
I
i} Lo} :
Input | ! : :
image '\mage Transform Net | ' Loss Network (VGG-16) X
________________ R ——— |
c ¢.!‘evlu3_3
Content Target gféa,l,

« Bocnonb3yemca npenodbyydeHHOM Ha 3agave Kraccuukaumm Ha
imagenet cetbto VGG-16

 bypem ncnonb3oBaTb €€ Ans U3BrevYeHns NPU3HaKos, U OHa byaeT
3adomkcmpoBaHa npu ody4eHun TpaHcopmMaLMOHHOU CETH

« Yepes Hee nporoHaem n3obpaxeHumsa y, (ctunga), n y.=x (cogepxaHue)



The Muse,
Pablo Picasso,
1935




Universal Style Transfer [Li et al, 2017]

e XOTUM Hay4nTbCs BbICTPO NEPEHOCUTL MPOU3BOSIbHLINM CTUIb C MOMOLLLIO CETU —
npeobpasoBartensa N30dpaxeHnn

« OOyuyMMm «aBTOKOAMPOBLLUK» - CETb TUMa encoder-decoder, KOTopasi OIMKHa
«CXnMaTb» n3obpaxeHme B ckpbiToe (latent) BekTopHOoe npeacrasneHne F n
aekoauposaTh ero B ucxogHoe «6es notepb»

* byaem maHUnynnpoBaTb CKPbITbIM BEKTOPHLIM MpeacTaBrieHnemM nsobpaxeHus F

« O603Ha4YMM Npu3sHaKkm OByxX KapTUHOK F. (cogepxaHue) n F; (ctunb). INyctb 310
mMaTpuubl pasmepa [CxA], rae C — KonnyecTBO NMpuU3HaKkoB

Encoder Decoder
Network = = Network
(conv) (deconv)

latent vector / variables
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[peobpa3oBaHne NPU3HaKOB &

*  MbI XOTMM, YTOObI Y HOBOW KapTUHKM MaTpuua Mpama coBnagana ¢ F,F,

* MoXXHO nokasaTb, YTO JODUTBLCS LLENN MOXHO Yepes NIMHENHOE
npeobpa3oBaHne BEKTOP-NPU3HaKa

« Jlenaem B 2 aTana:
* CHa4vana ybepem Koppenaumio NCXOOHbIX MPU3HaKoB
* 3arteM npunpaBHAEM HY>KHblE€ MaTpPULLbl



o =L
CmMelleHne cTunen &>

B

Mask Style 1| Style transfer result



[ eHepauna TEKCTYP

3aMeHa n3obpaxeHns — coaepkaHug Ha LWym

Texture

=&

Scale 256 Scale 512




CunHTE3 n3o0bpaxkeHnm n conepHU4aroLme cetu

XOTUM Hay4YnTbCA reHepupoBaTb N3obpaxeHus, NOXoxmne Ha
oOy4atoLLyto BbIOOPKY

Training examples Model samples
Kak npoBepuTb, YTO Yy Hac Nony4nnock xopollee, peanucTuyHoe
n3odpaxeHmne?

L
LBy



Oobwasa cxema Generative Adversarial Networks (GAN)

CTtankuBaem reHepatop n3obpaxxeHur n3 Lwyma u ANCKPUMUHATOP:

Real world
Images

 m—

Sample

Generator

Discriminator

Real

Sample

Latent random variable
OO0

[eHepaTop 1 AUCKPUMMHATOP OBLIYHO HENPOCETH:

lan Goodfellow et al,

— -

Fake

$S07

“Generative Adversarial Networks”, 2014
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Oby4yeHne GAN

bynem oby4yatb COBMECTHO, Yepeays obyydeHmne guckpnmmHaTopa v

reHeparopa

Real world
Images

—_—

Sample

Generator

Latent random variable
OO0

/

Differentiable module

Real

Discriminator

SSO7

Sample

k/ Differentiable module

[Touemy Hernb3s B3sTb OTOBbLIV AUCKPUMUHATOP?

Fake

[ ! !

SN
E>



P

O6yyeHne GAN @

Realworld —
images

O
$s07

Discriminator > ‘ >

Fake

Generator

-8

« duKcupyem Beca reHeparopa

« bepem npumepbl peanbHbIX N300paXeHN U CUHTE3NPOBAHHbIX
N300paxxeHnn

* Y4ynm guckpumMmHaTop 13 pasnuyaTb

Backprop error to
update discriminator
weights

Latent random variable
OO0



Oby4yeHne GAN

[ ! !

SN
E>

Generator

Discriminator

Real

Sample

o

Y
O
SSO7

Fake

<

Latent random variable
QOO

« Pukcupyem Beca AUCKpUMMHATOpa
« [eHepupyeM NpuMepbl reHepaTopoMm

« PacnpoctpaHsiem owmnbKy oT AnCKpuMmnHaTopa

Backprop error to
update generator
weights



PesynbTaThbl
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DCGAN o>

Stride 2 16 N .
; Stride 2
32
Project and reshape CONV 1
CONV 2 CONV 3 64
CONV 4 -
(7\

Architecture guidelines for stable Deep Convolutional GANs

e Replace any pooling layers with strided convolutions (discriminator) and fractional-strided
convolutions (generator).

e Use batchnorm in both the generator and the discriminator.
e Remove fully connected hidden layers for deeper architectures.
e Use ReLU activation in generator for all layers except for the output, which uses Tanh.

e Use LeakyReLU activation in the discriminator for all layers.

A.Radford, L. Metz, S. Chintala UNSUPERVISED REPRESENTATION LEARNING
WITH DEEP CONVOLUTIONAL GENERATIVE ADVERSARIAL NETWORKS. ICLR 2016
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[Tpnmepsbl - cnanbH
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N3yuyeHne npencraBneHms &>

* [Nlonck puneTpoB, KOTOPLIE COOTBETCTBYIOT OnpeaeneHHbIM 00beKkTam
 Jlorncrtuyeckasi perpeccusa rno aktneaumsmMm ounsTpoB BHYTPU
HapMcoBaHHbIX obnacTeun

« OBHyreHne unsTPOB, KOTOPbIE BbINN BbIDPaHbI Kak
COOTBETCTBYKOLLME OObEKTAM

* Ha n3obpaxeHnax «Mc4esnn» oKHa rnpu HEKOTOPOM yXyALUEHUN
KayecTBa

* Mopanb — nony4aem npeacrasrieHne, B KOTOPOM 3a pa3Hble OOBLEKTHI
OTBeYaloT pasHble PUNLTPbI



BekTopHaa apudmeTuka

smiling neutral neutral

woman woman man

smiling man

« Pabora c z-BekTopamm, KOTOpbl€ UCMOSb30BarnmCh Ans reHepaunm n3odpaxeHun
» OTaenbHble BEKTOPA HECTAOUIIBHbI, MO3TOMY CyMMa Mo 3M U300paXkeHnsm



J\—‘—/‘-
BekTopHasg apudmeTmka &

man man woman
with glasses without glasses without glasses

woman with glasses



BekTopHaa apudmeTuka

wl “wud » 1“]»

BekTop «noBopoTa» KaK pasHuua Mexay ycpeaHEHHbIMU BEKTOpaMm 4X
N300paxeHnn ¢ NMuamMm NOBEPHYTbLIMU HaNeBo N 4Ms Hanpaso



Wasserstein GAN

 Martin et al, Wasserstein GAN, 2017

y

- N(0,1)

G

enerator)

Weight Clamping
( No BCE)

R/ High value
(critc) Low value
High value

— Critic training
— Generator training

real image /

fake image
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Conditional GAN

-0000® [©0000)

(e 0 QO OO@
00000

N

([OOOOO] [OOOOO])

Mirza, Mehdi, and Simon Osindero. "Conditional generative adversarial nets." arXiv
preprint arXiv:1411.1784 (2014).
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Conditional GAN Ha MNIST

a7 919
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Pix2Pix ansa npeobpasoBaHns n306paKeHui &>

G* = arg 111(i}1 mgx L.agan(G, D)+ ALp1(G)

£11(G) = Euy:lly = Gz, 2))]  Lecan(G,D) =Epyllog Dz, y)]+
E, .[log(l — D(z,G(z,z2))]

Isola, Phillip, et al. "Image-to-image translation with conditional
adversarial networks." arXiv preprint (2017).



Pix2Pix

Labels to Street Scene

output

Labels to Facade

input oput

Day to Night

output

output

BW to Color

output

- Edges to Photo

output




Pix2Pix

Input _Ground truth L1 cGAN L1 +cGAN
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Pix2Pix &

Ground truth Ground truth




Pix2Pix o>

#edges2cats by Christopher Hesse

0oy Heml-
|

sketch by Ivy Tsai

Background removal Palette generation

by Kaihu Chen by Jack Qiao

Sketch — Pokemon “Do as I do”

%

by Bertrand Gondouin by Brannon Dorsey
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Pix2Pix &>

Discriminator - Patch GAN ApPXUTEKTYPA:

PicaIGAN PatchGAN oAk ¢ reHepaTOp: U-net

- « [nckpummHaTop:
=t PatchGAN

OrpaHun4veHue:
« TpebyeT pasmeyeHHble NonapHoO AaHHbIE



CycleGAN

Domain X Domain Y

Cycle GAN  Innditinel EEE

as close as possible

scalar: belongs to scalar: belongs to
domain X or not « domain Y or not

| L ‘ L d Gy Log |

as close as possible

< ik BverCam
Mip e

e R

Zhu, Jun-Yan, et al. "Unpaired image-to-image translation using cycle-
consistent adversarial networks." arXiv preprint(2017).




CycleGAN

orange — apple



CycleGAN

66



pr

Progressive GAN EF

Generator
o I R — TaInNg ==z
. 8
Randomvector || | & 2 Discriminator
(Latent Code) o o
N
i | | z
§ :
* Loss
N (e.g. WGAN-GP)
1 i |
B

! ' ' A
Real Sample =I —>»  Downscaling 5

https://arxiv.org/abs/1710.10196



https://arxiv.org/abs/1710.10196

OemoHctpauna ProGAN

Z
J
4x4
X' X
Training time: 0 days
4x4 resolution
z = random code
Generator
SRR x = real image
> < Discriminator

T x' = generated image



P

StyleGAN &

Synthesis
Network
Latent A_»{ ; 4| n channels
[ X
Code Normalize ) , 1 90
I e §3
, =
-A—> w| 1x512 -
AdalN | - l l
- Learned affine Normalize channel
§ AT AdalN transformation (by its mean and variance)
0 ==~ 8x8 o
. | o
\ 2NN 2xn . =z
| 16%16)| | Ysii , Scale and bias
v Yb,i channel
v X; — p(X;)
w -A—> 1024x1024 AdaIN(x;, y) =y, o(x:) + Yb.is
512X1 !

[TponycTm koA Yepes creunarnbHyo CETb, KOTOpasa CreHepupyeT
«ynpasnsawowmnn» curian. Curnan nogaetcs Ha AdalN crnown

https://arxiv.org/pdf/1812.04948.pdf



https://arxiv.org/pdf/1812.04948.pdf
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StyleGAN &

Synthesis Network
Latent

Code

Const 4x4x512

Normalize
I
v AdalN

ar

FC

FC
I

FC

1

| | Conv3x3d |
|
|
|
FC__ | ~A—>
|
|
|

AdalN
T 4x4

Y
[ Upsample |

I
FC

1

FC
I

FC

AdalN

| Convi3x3d |
I
AdalN

512X1

8x8'

Y
512X1

—A—> 1024x1024

OkasblBaeTcs, YTO Ha BXO4 reHepaTtopy MOXXHO nogaBaTb KOHCTAHTHOE
MUHN-U300paxeHune. NI panblie oHo byaeT npeobpasoBbiBaTbCA YEPES
ynpasnsoLiue curHansl B Lenesoe



StyleGAN >

Synthesis
Network Noise
Latent A ke 5
A x4 [
Code Normalize i
y
| Upsample | B
I FIC | —A—> < Learned per- |
[ FC | channel scale
: AdaIN |
- L_rc | [
& [ FC ] | Conv3x3d |
wn 1
L_FC__| L A—> B [«
L _Fc | AdalN
I FC I 8X8'
|
L _FC |
Y
o v —A—> 10241024 B |«
512X1

[1na reHepaunn cnyyvyamHbiX MeNKNUx getanen n 4ononHUTeNbHOW
paHgooMmn3auum dygem nogMeLImBaTh Ha KaXkgom aTtane wym



StyleGAN

Random vector
(Latent Code)

Generator

512X1

X Noise
Synthesis network g

Normalize
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Aptedraktbl StyleGAN

Figure 1. Instance normalization causes water droplet -like artifacts in StyleGAN images. These are not always obvious in the generated

images, but if we look at the activations inside the generator network, the problem is always there, in all feature maps starting from the
64x64 resolution. It is a systemic problem that plagues all StyleGAN images.

https://arxiv.org/pdf/1912.04958.pdf
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(a) StyleGAN (b) StyleGAN (detailed) (c) Revised architecture (d) Weight demodulation

Figure 2. We redesign the architecture of the StyleGAN synthesis network. (a) The original StyleGAN, where denotes a learned
affine transform from JV that produces a style and |B|is a noise broadcast operation. (b) The same diagram with full detail. Here we have
broken the AdalN to explicit normalization followed by modulation, both operating on the mean and standard deviation per feature map.
We have also annotated the learned weights (w), biases (b), and constant input (c¢), and redrawn the gray boxes so that one style is active
per box. The activation function (leaky ReLLU) is always applied right after adding the bias. (c) We make several changes to the original
architecture that are justified in the main text. We remove some redundant operations at the beginning, move the addition of b and |B|to
be outside active area of a style, and adjust only the standard deviation per feature map. (d) The revised architecture enables us to replace
instance normalization with a “demodulation” operation, which we apply to the weights associated with each convolution layer.

https://arxiv.org/pdf/1912.04958.pdf
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[Zakharov et al. ICCV19]



Adaln human avatars

[Zakharov et al. ICCV19]



SPADE (or GauGAN)

https://arxiv.org/pdf/1903.07291.pdf
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Spatially-adaptive denormalization

B
| lV
--------------- > >(X) —(H)—
Batch ;
Norm element-wise

* [loxoxe Ha AdalN, HO reHepupyem napameTpbl A48 KaXXgoro nukcens
« [lapameTpbl reHepupyroTCa yrnpaBnsoLen CETKON
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Figure 4: In the SPADE generator, each normalization layer uses the segmentation mask to modulate the layer activations.
(left) Structure of one residual block with the SPADE. (right) The generator contains a series of the SPADE residual blocks
with upsampling layers. Our architecture achieves better performance with a smaller number of parameters by removing the
downsampling layers of leading image-to-image translation networks such as the pix2pixHD model [4Z].
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- One-shot initialization
- Mobile inference
- State-of-the-art quality
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[lpmMeHeHune - cyneppaspeLlleHmne

bicubic SRResNet SRGAN
(21.59dB/0.6423) (23.44dB/0.7777) (20.34dB/0.6562)
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[IlpuMeHeHne - npeackasaHne Kaapos

GDL ¢4 result Adversarial+GDL result

Input frames

¢y result GDL ¢, result Adversarial result Adversarial+GDL result

{5 result

Mathieu et al. Deep multi-scale video prediction beyond mean square error, ICLR 2016 (https://arxiv.org/abs/1511.05440)
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Real Images

Synthetic

GAN-refined

Difference

Jian Liu, Ajmal Mian. Learning Human Pose Models from Synthesized Data for Robust
RGB-D Action Recognition. https://arxiv.org/abs/1707.00823
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Pe3tome nekyunu <)

HewnponpusHakm KogupyoT N cogep)XaHue, U BHELLHOCTb N306paXXeHnn.
Koppenaunu mexay npndHakamy onmcbiBatoT «CTUSb»
[na npeobpasoBaHnst N306pakeHui npeanoXeHbl CETU KOAUPOBLUMK-OEKOAEPOBLLNK

[ToxoXecTb N300paXeHn XopoLLO oLeHMUBaETCAa ¢ nomMmoLlblo Perception Loss — cpaBHeHus
3HaYeHUN HeMpPOCeTEBbLIX MPU3HAKOB

[1na oueHKn coxpaHeHns NMYHOCTU MOXHO 1cnosib3oBaTthb Identity Loss, BapuaHT Perception
Loss no npusHakam ceTn, 0by4eHHOM Ha ngeHTudmnkauum Yenoseka

Adversarial Loss oT ceTu knaccudukatopa, obyd4aemMon COBMECTHO C reHepaTopoM, NO3BOSIAET
000UTbCSA «pPeanuCTUYHOCTUY N300paKeHumn

Cycle Loss no3sonsieT paboTtatb C NPOU3BOSIbHLIMU BbIDOPKaMK, a HE C Napamu
COOTBETCTBYHOLMX N306pakeHnn

AdalN n SPADE crnou no3sondaioT ynpaensaTh MPOLECCOM «4eKoaANPOBaHNA» N3obpaxeHnn n3a
naTeHToB, a NapamMeTpbl 49 HUX reHepupyeMm ynpasaioWLMMnN CETAMU



