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|dea
Make models multimodal
Use world knowledge and reasoning from LLMs
Explore various applications that emerge at the intersection of the
modalities
Boost quality of models using patterns in multimodal data that don’t
exist in unimodal data
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Static benchmarks: GQA

Pattern: What|Which <type> [do you think] <is> <dobject>, <attr> or <decoy>?
Program: Select: <dobject> — Choose <type>: <attr>|<decoy> yellow
Reference: The food on the red object left of the small girl that is holding a hamburger g
= 4 k

Decoy: brown

What color is the food on the red object left of the small girl that ‘\ ‘

h g3
is holding a hamburger, yellow or brown? W
small
Select: hamburger — Relate: girl,holding — Filter size: small — Relate: object, holding

g
o

1eft —s Filter color: red — Relate: food ,on — Choose color: yellow | brown

Graph Normalization M ling and Bal. New Metrics

* Ontology construction * Pattern Collection * Distribution Balancing * Functional Programs * Consistency

* Edge Pruning ¢ Compositional References * Type-Based Sampling * Entailment Relations * Validity & Plausibility
* Object Augmentation * Decoy Selection * Deduplication * Recursive Reachability * Distribution
* Global Properties * Probabilistic Generation * Grounding

Hudson et al. GQA: A New Dataset for Real-World Visual Reasoning and Compositional Question Answering.
CVPR 2019



. Is the tray on top of the table black or light brown? light brown
. Are the napkin and the cup the same color? yes

. Is the small table both oval and wooden? yes

. Is there any fruit to the left of the tray the cup is on top of? yes
. Are there any cups to the left of the tray on top of the table? no
. What is the brown animal sitting inside of? box

. What is the large container made of? cardboard

. What animal is in the box? bear

. Is there a bag to the right of the green door? no

BS.

Static benchmarks: GQA

Is there a box inside the plastic bag? no

® questions generated using scene
graph of images
® 22.6M questions for 113k images

® evaluation metric: accuracy along
with 5 more detailed metrics

Hudson et al. GQA: A New Dataset for Real-World Visual Reasoning and Compositional Question Answering.
CVPR 2019



Static benchmarks: Al2D

Image Title
Food Web Food Web

Arrowheads

Arrows

(=
Red-breasted
nuthatch

Text
Dovglassy § ML
squirrel | [Mule deer

4; Section Title
W [Plants, Flowers, | Producers Producers
[Nuts, Seeds, Fruit, | and 1 and
%, insects

[rree

From the above food web diagram, what will Tead to an increase in the population
of deer? a)increase in lion b) decrease in plants c) decreasein lion d) increase in pika

‘ Multiple Choice Question:

Kembhavi et al. A Diagram Is Worth A Dozen Images. ECCV 2016

IS5k mutiple
choice questions
for 5k school
grade diagrams
diagram parse
graphs are
available

2 tasks: image
parse graph;
parse graph,
question answer
evaluation metric:
accuracy



Static benchmarks: MMMU

* |I.5k questions from 6 university disciplines

® answers are extracted using regexps

® evaluation metric: accuracy

Comprehensive Disciplines
Engineering (26%) Arl & Desx
HED E A
) ., Business (14%)
de %» G
Science (23%) Humanities
oo & Social Sci. (9%)
B 64 B

Medicine (17%)

EUBe

Heterogeneous Image Types

£%; = 5, & © o
n Pl R
B A ® L8

Diagrams, Tables, Plots and Charts,
Photographs, Chemical Structures,
Paintings, Medical Images, Sheet
Music, Geometric, Pathology images,
Microscopic Images, Comics, ...

Interleaved Text and Images

Question:  You are shown

subtraction <image 1>, T2 weighted
<image 2> and T1 weighted axial
<image 3> from a screening breast
MRI. What is the etiology of the
finding in the left breast?

<image 1> <image 2> <image 3>

Expert-level Skills Test

Expert-level Visual Perception

s o

Domain Expertise,
World, Linguistic,
Visual Knowledge,...

Logical, Spatial
Commonsense,
Mathematical,...

Yue et al. MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert

AGI. CVPR 2024



Static benchmarks;: MMMU

Art & Design

Business

Science

Question: Among the following harmonic intervals, | Question: ...The graph shown is compiled from data Question: <image 1> The region bounded by the

which one is constructed incorrectly?

F———
EE=S=——

|

Options:

(A) Major third <image 1>

(B) Diminished fifth <image 2>
(C) Minor seventh <image 3>
(D) Diminished sixth <image 4> —JF

Subject: Music; Subfield: Music;
Image Type: Sheet Music;
Difficulty: Medium

Health & Medicine

Question: You are shown subtraction <image 1>,
T2 weighted <image 2> and T1 weighted axial
<image 3> from a screening breast MRI. What is the
etiology of the finding in the left breast?
Options:

(A) Susceptibility artifact [

(B) Hematoma —

(C) Fat necrosis (D) Silicone granuloma

Subject: Clinical Medicine; Subfield: Clinical
Radiology; Image Type: Body Scans: MRI, CT.;
Difficulty: Hard

collected by Gallup <image 1>. Find the probability
that the selected Emotional Health Index Score is
between 80.5 and 82?

Options:
(A) 0 (B) 0.2142 |
(Q03571 (D) 0.5

Subject: Marketing; Subfield: Market
Research; Image Type: Plots and Charts;
Difficulty: Medium

Humanities & Social Science

Question: In the political

cartoon, the United States is
seen as fulfilling which of the

following roles? <image 1>
Option:

(A) Oppressor

(B) Imperialist e
C) Savior (D) Isolationist {

Subject: History; Subfield: Modern
History; Image Type: Comics and Cartoons;
Difficulty: Easy

graph as shown above. Choose an integral
expression that can be used to find the area of R.
Options: v e

(A) f°F G0 - g)ldx
®) [, *l9) - fF@]dx
© JEIF G0 — g@)]dx
©) [2lg(x) — x())dx
Subject: Math; Subfield: Calculus;

Image Type: Mathematical Notations;
Difficulty: Easy

Tech & Engineering

Question: Find the VCE for the circuit shown in
<image 1>. Neglect VBE
Answer: 3.75 =
Explanation: ...IE = [(VEE) /
(RE)] = [(5 V) / (4 k-ohm)] =
1.25mA; VCE=VCC-IERL=
10 V - (1.25 mA) 5 k-ohm; N
VCE=10V-625V =375V

|+
= Ve =10V

Ry =10k0

Subject: Electronics; Subfield: Analog
electronics; Image Type: Diagrams;
Difficulty: Hard

Yue et al. MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert

AClL F\/DD OYNOA



Static benchmarks: TextVQA

What does it say near the ‘What is the time on bottom [ ] 45 k q uestions for 28k images Io
star on the tail of the plane? middle phone? ’
Ground Truth Prediction  Ground Truth Prediction answers per q uestion
jet nothing 15:20 12:00

¢ evaluation metric: VQA accuracy
(100% correct if 3 humans
provided that answer)

» 4 s
‘What is the largest
denomination on table?

What is the top 0z?

Ground Truth Prediction Ground Truth Prediction

16 red 500 unknown

Singh et al. Towards VQA Models That Can Read. CVPR 2019



Static benchmarks: DocVQA

® 50k questions for 12k images

® documents mostly from
1960-2000, industries: tobacco,
food, drug, chemical, fossil fuel

¢ evaluation metrics: Average
Q: Mention the ZIP code written? Norma.llzed LevenSteIn
A: 80202 Similarity, Accuracy

Q: What date is seen on the seal at the top of the letter?
A: 23 sep 1970

Q: Which company address is mentioned on the letter?
A: Great western sugar Co.

Mathew et al. DocVQA: A Dataset for VQA on Document Images. WACV 202I



Mathew et al.

Static benchmarks: DocVQA

nitrogen

sinet

Nomkas NG MO Avnge s} ==
Nle Swrme Yeld Sacoe Vidd St Yl Surose  Yid
WA T i ™ % \

0

x 100 200 300
O Intake, mg/1000 keal
Fether ntogen sped i il o
Q: What s the highest value for “Intake, mg/1000kcal"
Q: Whose picture s given? Q: What s the average sucrose % for N level 501+ 7 plotted on the X" axis of the graph?
Question types: photograph and layout Question types: table Question types: figure
A: Dr. Dwayne G. Westial A159

A:300

DocVQA: A Dataset for VQA on Document Images. WACV 202I
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WildVision-Arena

). Rules WVBench Scores 2:::3:1329 g:;:?/:]u:izs
o Chatwith two (I What English Reka I 64 Reka I 1107
anonymous models words are on opus/I 52 opusjillll 1100
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you identify a winner 2% right side of d sonnet [N 50 LLava-34a 1059
o Vote for the better the fish meat? Hldee Both models Haiku [l 37 sonnetfilill 1044
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&deepseel( ’ LAVIS x LLaVA @ Qwen-VL QwenvLChat[lj17 JwenvLChat[lj 930
LLavAL5[]14 Bunny__]921
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On the lower right side of the The English word on the lower y Dench Data TinyLLavals TinyLLavA_]879
cooked fish, the word o right side of the fish meat is =] 500 sample Instrul::;“?i'g mm:;i:::lj:z?
" " " "
Opaque" is labeled. Opaque. ; i as ; ‘o
paq paq Sample Criteria WildVision WildVision
Bench Arena
Reason Both Model A and Model B answer correctly regarding the text. © Se.Ifety‘
o Diversity  wvArena [REROR:GR AN c)
Vote A is Better i / Ti
B is Better ie Both are bad RO q\\“\) o O
. Arena Data \s\rae AT W W la
Correlation w. WVArena Leaderboard

~
Model A: Claude-3-Sonnet, Model B: GPT-4vV  WVArena Elo Ratings 6,7 Submit 20k+ chat 8k+ vote

Figure 1: WILDVISION-ARENA (W V-ARENA) supports multi-round multimodal chats with 20+
models, enabling the comparison of VLMs in real-world scenarios. We curate WILDVISION-
BENCH (W V-BENCH) by selecting 500 samples from 20k+ in-the-wild chats and 8%k+ user ratings.

Automatic model scorings on WV-BENCH closely correlate with the Elo ratings on WV-ARENA. 14
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Figure 8: User Interface of WILDVISION-ARENA.



Question distribution

Statistic Number

Total Votes 8,076

Anonymous 6,636

Non-anonymous 1,440 )

Left Vote 2,932 e

Right Vote 2,839 Text Recognition Descriptive

Tie Vote 979

Bad Vote 1,326 . Cityscapes | rian

Days 102 onecrecoanie | fecoonen pupc 573

p q‘xc\"“ 3\;\\6“‘9;2“0,5 Expert :

Total Round 10,884 = &y T

Avg Round 1.34 & SE @'f’} s F %g%

Avg Token Input ~ 31.00 ¥ S J";" B \3 & F g 28 %,

Avg Token Output 108.87 4 f fé;;{r Dataanalysis % £ g g gypes

il £ 7 8RR

Table 1: Statistics of vot- ) . . .
ings in WV-ARENA. Figure 2: Question Category Figure 3: Image Domain



Battles

Model B Model B
(7.9 akq /;, 00,9, (76 /6&, /;, Cop,Prt
GPT-40 0 . 3 BB 11 22 1 7 9 =0 GPT-40 0.77 1.00 0.75 0.91 0.77 1. 1
GPT-4v . 0 55 63 84 . 200 JSVROPE | 1/0.58 | 0.6 0.65 0.76 0.79 08
Reka-Flash 3 0 41 14 28 26 21 13 Reka-Flash 0.00 0.63 11 0.64 0.65 0.76 0.62
< Claude-3-Opus 51 41 0 26 41 15 18 24 [Miso < Claude-3-Opus 025 080061092 Y3
:g LlaVA-Next-34B 11 14 26 0 88 % LlaVA-Next-348
ZGemini-Pro-vision 22 [Py 28 41 0 79 100 = Gemini-Pro-Vision 0.4
CogVLM-Chat 1 2 158 79 0 77 78 CogVLM-Chat 0.00 0.24 0.35 0.20
Qwen-VL-Chat 21 18 77 0 . 50 Qwen-VL-Chat 0.000.21 0‘24.0.24 032023 0.2

MiniCPM-V 9 . 13 24 78 . 0 MiniCPM-V 0.1 0.15.0.08 0.160.21

Figure 4: Battle Count Heatmap (Left): the number of voted comparisons between models. Win
Fraction Heatmap (Right): the winning rate of Model A over Model B in voted comparisons.



Elo computation

Online Elo Rating Elo rating focuses on modeling the probability of player ¢ winning against
player j given their existing ratings I?; and R; respectively, where i, j € N. We define a binary
outcome Y;; for each comparison between player  and player j, where Y;; = 1 if player ¢ wins
against player j, and Y;; = 0 otherwise. Then the logistic probability is formulated as:

1

P(Yi; =1) = 100 Ro/a

@
where a = 400 for Elo rating computation. After a match, each player’s rating is updated by the
formula: R, = R; + K x (S(i|j) — E(i|j)), where S(i|j) is the actual match outcome (1 for a win,
0.5 for a tie, and 0 for a loss), and E(i|j) = P(Y;; = 1). The higher-rated player will win fewer
points if they win but lose more if they lose, while the lower-rated player will experience the opposite.
The computation of the online Elo rating is correlated with the comparison order. Therefore, we
follow Chatbot Arena to adopt the Bradley—Terry model [9] for a stable statistical estimation.

Statistical Estimation The Bradley—Terry model [9] estimates the Elo rating using a logistic
regression model and maximum likelihood estimation (MLE). Let’s say there are IV players, and we
have a series of pairwise comparisons, where W;; is the number of times player ¢ wins against player
7. The log-likelihood function for all pairwise comparisons can be written as:

LR)= Y (Wy¥ylog PV = 1)) @
1,JEN,iF£]



Leaderboard

Table 2: WILDVISION-ARENA Leaderboard. We show the full elo score and within three question cat-
egories (Analytical, Descriptive, Recognition) and three image domains (Entertainment,
Objects, Expert) of 22 models with a time cutoff at May 29, 2024. Best Second Best Best among
proprietary models Best among open-source models.

Models Size  Elo Battles MMMU Question Category Image Domain
Analyt. Descri. Recogn. Entert. Objects Expert
GPT-40 [69] — 1235 434 62.8 1290 1250 1236 1362 1203 1293
GPT-4-Vision [68] - 1132 2288 56.8 1154 1169 1099 1177 1109 1178
Reka-Flash [83] - 1107 513 56.3 1093 1141 1067 1069 1101 1191
Claude-3-OPUS [2] — 1100 908 59.4 1117 1096 1092 1111 1127 1128
Gemini-Pro-Vision [82] - 1061 2229 47.9 1099 1041 1090 1088 1077 1041
Yi-VL-PLUS [1] — 1061 283 — 1084 1040 1078 1001 1119 1101
LLaVA-NEXT [48] 34B 1059 1826 51.1 1068 1104 1021 1074 1015 1052
Gemini-1.5-Flash [81] — 1055 132 - 1090 1018 1085 1190 990 1127
Claude-3-Sonnet [2] — 1044 496 53.1 1063 1056 1041 1033 1023 1119
CogVLM-Chat-HF [89] 13B 1016 1024 32.1 950 947 1006 955 930 950
Claude-3-Haiku [2] — 1002 419 50.2 964 1008 996 1033 1014 1005
LLaVA-NEXT [48] B 992 1367 35.1 963 1032 977 992 1023 1001
DeepSeek-VL [51] B 979 646 36.6 988 984 953 956 1026 962
Idefics2 [37] 8B 965 100 36.6 818 1003 1011 909 1071 1020
LLaVA-NEXT [48] 13B 956 201 35.9 965 974 1006 975 971 987
Qwen-VL-Chat [5] 10B | 930 1328 35.9 898 937 940 923 942 902
Bunny-V1 [23] 3B 921 389 38.2 897 922 878 884 823 823
MiniCPM-V [26] 3B 910 1349 34.7 895 911 925 888 890 840
LLaVA-v1.5 [47] 13B 891 299 36.4 952 838 920 887 827 914
Tiny-LLaVA-v1-HF [111] 3B 879 288 33.1 901 828 821 808 853 894
InstructBLIP [14] 7B 862 807 30.6 834 856 891 840 902 763
UFORM-Gen2-Qwen [86] 500M | 827 452 - 911 785 853 768 937 830




Per-domain quality
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Figure 5: Elo ratings of six models across question categories (Top) and image domains (Bottom). 20



WV-Bench

500 data samples from Arena with expert annotation

Table 3: VLMs’ responses on two cases from WILDVISION-BENCH expert annotated samples. The

example #61 is a hard case that all models fall short at.

Image #44 in WildVision Bench

Text Prompt: Answer shortly what is he doing? And
what do we call him?

GPT-4V: He is performing a breakdance move. We
call him a breakdancer or b-boy.

LLaVA-v1.6-34B: He is performing a dance move that
involves spinning or flipping while balancing on one
hand ..., he may be referred to as a dancer or acrobat.

Gemini Pro Vision: He is breakdancing. He is called
a b-boy or breaker.

Image #61 in WildVision Bench

6 8|4 201
9 8 7
6 4
8 1 3(7 49
7 3 4 8 6
197 3 5
8 9 7.6
3 6 98
2 714

Text Prompt: Convert the first row of this sudoku
matrix into the text format, each cell separated by a
space. Use 0 to represent empty cells.

GPT-4V: 684210000

LLaVA-v1.6-34B: 684021073406

Gemini Pro Vision: 684219877

2l



WV-Bench

Evaluation is done using GPT-4o as judge and Claude-3-Sonnet as reference

g Metric vs Human GPT-Av
2% 300 puent 34 4-way 3-way Binary
Eg F1 Score (Macro) 0.4245 0.5143  0.7792
5z 102 27 F1 Score (Micro) 0.5747 05842 0.7796
5: F1 Score (Weighted) 0.5407 0.5536  0.7798
< ;: 99 111 41 Cohen’s Kappa Score  0.3404  0.3442  0.5585

Pearson Correlation 0.2906 0.2880  0.5587

Left Vote  Right Vote  Tie Vote
GPT-4V Vote

Figure 6: Left: GPT-4V vs. Arena Human Voting. Right: Agreement; 4-way: left/right/tie/bad vote.
3-way: left/right/other. Binary: left/right vote



WV-Bench

Evaluation is done using GPT-4o as judge and Claude-3-Sonnet as reference

Table 4: Estimated model scores of VLMs on WILDVISION-BENCHtest split of 500 samples.

Model Score  95% CI  Win Rate Reward Much Better Better Tie Worse Much Worse Avg Tokens
GPT-40 [69] 89.41 80.6% 56.4 255.0 148.0 14.0 72.0 11.0 157
GPT-4-Vision [68] 80.01 71.8% 39.4 182.0 177.0 220 91.0 28.0 140
Reka-Flash [83] 64.79 58.8% 18.9 135.0 159.0 28.0 116.0 62.0 181
Claude-3-Opus [2] 62.15 53.0% 13.5 103.0 162.0 48.0 141.0 46.0 120
Yi-VL-PLUS [1] 55.09 52.8% 7.2 98.0 166.0 29.0 124.0 83.0 150
LLaVA-NEXT-34B [48] 49.2% 2.5 90.0 156.0 26.0 145.0 83.0 165
" Claude-3-Sonnet [2] ~ [ 50.00 ~~ — "~ -7 -7 - T T T Tt T 120
" Claude-3-Haiku [2] ~ ~ ~ [ 3770 (=3.2,4.2) = 30.6% —16.5 540 99.0 470 2280 720 97
Gemini-Pro-Vision [82] 32.6% —21.0 80.0 83.0 27.0 167.0 143.0 66
LLaVA-NEXT-13B [48] 33.8% —21.4 62.0 107.0  25.0 167.0 139.0 138
DeepSeek-VL-7B [51] 35.6% —21.2 59.0 119.0 17.0 161.0 144.0 119
CogVLM-Chat-HF [89] 30.6% —26.4 75.0 78.0 15.0 172.0 160.0 63
LLaVA-NEXT-7B [48] 27.0% —31.4 45.0 90.0  36.0 164.0 165.0 139
Idefics2 [37] 26.4% —35.8 44.0 88.0 19.0 164.0 185.0 128
Qwen-VL-Chat [5] 19.6% —47.9 42.0 56.0 15.0 155.0 232.0 70
LLaVA-v1.5-13B [47] 16.8% —52.5 28.0 56.0 19.0 157.0 240.0 87
Bunny-3B [23] 16.6% —54.4 23.0 60.0 10.0  164.0 243.0 76
MiniCPM-V [26] 13.6% —57.5 25.0 43.0 16.0  164.0 252.0 89
Tiny-LLaVA [111] 11.0% —66.2 16.0 39.0 150 127.0 303.0 74
UFORM-Gen2-Qwen [86] 10.8% —68.5 16.0 38.0 11.0 115.0 320.0 92
InstructBLIP-7B [14] 7.8% —72.5 11.0 28.0 15.0 117.0 329.0 47




WV-Bench samples

Image [Entertainment-Movies/TV Shows] Image [Natural-Plants]

/

Fhou T Carurons of MARCH 4

FROZEN o BIG HERO 6 N30 ND REAL D 30

[Descriptive-Movies/TV Shows] Text Prompt: [Analytical-Problem Solving] Text Prompt:
What are the two giraffe characters on this movie poster ~ How likely is it to snow after this picture was taken?
doing? What would change with this type of tree before it’s
likely to snow?
24



WV-Bench samples

Image [Expert-Business]

Assets Under Management
(Dollars in Billions)

Fee-Earning Total

$718.4 $974.7

$650.0

§74.1 $74.0 7.2 $79.4 $81.3 §79.7
2020 2021 2022 2020 2021 2022
M Real Estate W Private Equity I Credit & Insurance Hedge Fund Solutions

[Analytical-Data Analysis] Text Prompt:
Which of the companies featured in the dashboard
are headquartered outside the US?

Image [Urban-Infrastructure]
8

[Recognition-Text] Text Prompt: Can you tell
me the potential risks and the unreasonale parts in the
image?

25



WV-Bench samples

Image [Urban-Buildings] Image [Expert-Science]
v A

[Recognition-Location] Text Prompt: whereis [Analytical-Safety Procedures] Text
this? Prompt: Can you tell me the potential risks
and the unreasonale parts in the image?

26



WV-Bench samples

Image [Natural-Landscapes] Image [Objects-Household Tools]

[Recognition-Location] Text Prompt: where [Descriptive-Object Description] Text
was this photo taken? Prompt: describe the scene and objects

27



WV-Bench samples

Image [Entertainment-Web and Mobile Apps
Screenshots]

Scopri i nostri orari m -

sy WL i

[Interactive-Web Navigation] Text Prompt: I
need to download flyer, you will be given screenshot
from browser with elements marked with number. give
next action to take on web page to download the fly-
ersngive me response in below format example 1 ac-
tion:[click,scroll,wait], box:1 format action:, box:

Image [Event-Sports]

[Descriptive-Scene Description] Text
Prompt: this is a football match , every player has
an identifier , describe every player action (example :
player #501 is running)

28



WV-Bench samples

Image [Urban-Infrastructure]
B

[Interactive-Recommendations] Text Prompt:
Which section’s ticket would you recommend I pur-
chase?

Image [Expert-Science]

Hics4
jed A
H,/E»l AI H‘/e.l Ar
LBIles A5 [liesAB,a;
Pjo(-)
B J B
(H./E-l 45) H,/G.I(AI )
/ , /ﬁ:l’joT
1 [Tes1

[Interactive-Code Generation] Text Prompt:

Give me Latex code to create this diagram

29



WV-Bench samples

Image [Expert-Health and Medcine] Image [Entertainment-Web and Mobile Apps
Screenshots]

.- ) T 5308 g — —
’ . .
=T A o [ ) [ -
LS Totol points %0 B Aok o
& ptcnc) * \voca
5% " oacounts ) Avocado
P 8 e
& ipo avocado
. — 8 e . ®
1 Chickpoas
== Y
T \ g § ) U )

[Recognition-Object] Text Prompt: what type [Analytical-Critical Reviews] Text Prompt:
of tumor is this? Review each screenshot carefully, focusing on different
aspects of usability...

30
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General scheme

Text
Generator

IIIIIIIIIIII

IIIIIIIIIIIIIIIIIIIIIIII

_, Modality
Encoder

IIIIIIIIIIIIIIIIIIIIIIIII

“Image
Audio
01| [[HE
Video

IIIIIIIIIIIIIIIIIIIIIIIII

32



Encoder: CLIP

Pepper the
i Text
aussie pup o
T T .
T, | T | T3 Ty
—> h LTy | Ty | T3 | o | 1Ty
> b LT [Ty | LTy | . |IrTy
Image || I U [ s -
Encoder > b s Il gl | 3TN
» In INTy [ INT2 [ INT3 | | INTN

400M (image, text) pairs, 500X V100 GPUs for pretraining

Radford et al. Learning transferable visual models from natural language supervision. ICML 202I
33



Encoder: SigLIP

CLIP loss Sigmoid loss
image—text softmax text—image softmax 1B |B|
|B| th Yi tx, Yi
Z +1lo ZZ gl—l—ezu( tx;y;+b)
2|B| Z‘B‘ etxi'y; ZIB‘ elx; i i=1 j=1 ~
ij

* turn multiclass classification into binary classification of all pair
(image, text) combinations

* no global normalization, hence better scaling and memory efficiency

Zhai et al. Sigmoid Loss for Language Image Pre-Training. ICCV 2023
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High-res: slicing and dual-branch

resize

Liu et al. Improved Baselines with Visual Instruction Tuning. CVPR 2024

flatten

flatten
—

LLM
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High-res: slicing and dual-branch
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Ratio-preserving Resizing > L)) Tt - )

Overview

Guo et al. LLaVA-UHD v2: an MLLM Integrating High-Resolution Feature Pyramid via Hierarchical Window
Transformer. arXiv:2412. 13871
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High-res: linear projection
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Mixture of Encoders (MoE)

Step1: Vision Encoder Modification Optimization Step2: Fusion Paradigm Exploration Step3: Training Strategy and Model Optimization
Multi-resolution Vision High-resolution Visual Features Pre-alignment Expert Selection
from different

Input Images Experts Adaptation b
iR ¢
B 7~ o - |
@ Fused Visual Text

Tokens . Embeding
+ 1 expert

Interpolation

Sequence Append Channel-wise Concatenation LLAVA-HR Mini-Gemini Deformable Attention
Low Resolution Low Resolution Low Resolution Low Resolution Low Resolution
flatten

—_

-0 ‘B ‘H =
flatten flatten
flatten
K&v i defc bl i

flatten
-H H= H -
Resize

flatten
— —_

flatten Adapter Adapter
R c I—|Reference point
esize = l
* | Blocks ] sampling points
High Resolution High Resolution High Resolution High Resolution High Resolution

Shi et al. Eagle: Exploring The Design Space for Multimodal LLMs with Mixture of Encoders. ICLR 2025
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Mixture of Encoders (MoE)

Table 4: Comparison of different fusion meth-
ods for different vision experts. “#Token(V)”
denotes the number of visual tokens. “#To-
kens/s” denotes the inference throughtput of
the whole pipeline.

Vision Encoders | Fusion #Token(V) #Tokens/s #Params Avg.
Seq. Append 2048 46.1 1200M  690.5

Channel Concat. 1024 47.3 1184M 681.5

CLIP + ConvNeXt LLaVA-HR 1024 47.0 1219M 678.7
Mini-Gemini 1024 453 1201IM 672.5

Deformable Atn. 1024 47.3 1201M 6743

CLIP + ConvNeXt| Seq. Append 3072 40.3 1529M 686.2
+ SAM Channel Concat. 1024 46.3 1495M 690.4

Shi et al. Eagle: Exploring The Design Space for Multimodal LLMs with Mixture of Encoders. ICLR 2025



MoVA

Table 1: Comparison of CLIP vs. state-of-the-art task-specific vision encoders. Our evaluation
criteria encompass a variety of dimensions: comprehensive benchmarks [16], text-oriented Visual
Question Answering (VQA) [17,/18], general VQA [19], object hallucination [20], Referring Expres-
sion Comprehension (REC) [21], Referring Expression Segmentation (RES) [21], and medical VQA

benchmark SLAKE [22]. We use the same data for each model.

Vision Encoder | Task [MMB DocVQA ChartQA GQA POPE REC RES SLAKE
CLIP [11] \ Image-text Contrastive \ 64.9 35.6 353 625 85.7 81.5 433 63.7
DINOV2 [15] Visual Grounding 57.5 14.7 159 639 86.7 86.1 47.5 594
Co-DETR [23] Object Detection 484 14.2 148 58.6 88.0 82.1 48.6 55.3
SAM [24] Image Segmentation | 40.7 13.9 150 54.0 82.0 79.2 493 57.7
Pix2Struct [25] Text Recognition 419 573 534 51.0 78.1 59.2 322 440
Deplot [26] Chart Understanding | 36.2  40.2 55.8 48.1 75.6 51.1 27.0 445
Vary [12] Document Chart Parsing | 28.1 47.8 41.8 426 69.1 21.6 16.0 409
BiomedCLIP [27] | Biomedical Contrastive | 40.0 15.3 16.8 50.8 76.9 57.8 274 65.1
Plain fusion - 634 465 489 63.0 864 857 453 64.7
MoVA - 659 59.0 56.8 64.1 88.5 86.4 49.8 66.3

Zong et al. MoVA: Adapting Mixture of Vision Experts to Multimodal Context. Neur|PS 2024
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MoVA

Step 1 1 Step 2:
Context-aware expert routing : Expert fusion with MoV-Adapter
1
1
Large Language Model — Large Language Model
I | Selection: Expert 1, Expert 2 | T T
[ ] | LLLL] 1 o SEEEEEEE EEE LT
! + Q: Where is the re ;
Downsample | 2;{:,5”;2:2’2{',‘,;0..5) Wsui’,‘gfo';;dmg “ MoV-Adapter <— sign and what does it |
Here is user question: '

say? :

###t
Where is the red sign
and what does it say?
###t

Expert 2
text recognition

Base Encoder

Base Encoder

| Identify and select
| models that will best... |

0 Where is the red |
| sign and what does it |
say?

Expert N
chart processing

Figure 1: The pipeline of MoVA. MoVA performs coarse-to-fine routing to solve a given question.
The coarse context-aware expert routing is performed in the first stage to select context-relevant

experts. Next, we adopt the MoV-Adapter to extract and fuse the task-specific knowledge from these
selected experts in a fine-grained manner.

Zong et al. MoVA: Adapting Mixture of Vision Experts to Multimodal Context. NeurlPS 2024
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MoVA

Table 2: One example of the instruction-following data for context-aware expert routing. We present
the multimodal inputs in the top block and the language response in the bottom block. The detailed
model descriptions are released in the Appendix.

s "

Routing Prompt Input

You are a helpful assistant router. Based on the visual content, questions, and model pool the user
provides, you need to consider the expertise of these models to select the most 3 suitable models to
help you answer the questions. Answer with the model’s letter from the given choices directly. If
no models are selected, just answer 'none’.
Model pool:

A. <DINOV2 model description>

B. <Co-DETR model description>

C. <SAM model description>

D. <Pix2Struct model description>

E. <Deplot model description>

F. <Vary model description>

G. <BiomedCLIP model description>
Question:

Where is the red sign and what does it say?

Routing Prompt Output
A,D

Zong et al. MoVA: Adapting Mixture of Vision Experts to Multimodal Context. Neur|PS 2024



Context compression: MQT

[ Pre-trained LLM ]
4
[ Query Transformer < Elastic Visual Tokens
4 w
mjm Grid Features D |:| D D eoe D I:l
[ Vision Encoder ]4— Image

Figure 2: Our model employs a query transformer to encode images as visual tokens. We randomly
select the first m tokens during training, and enable flexible choice of any m number under M during
inference, where M is the maximum number of initialized tokens.

Hu et al. MQT-LLaVA: Matryoshka Query Transformer for Large Vision-Language Models. NeurIPS 2024
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Context compression: MQT

Average Over 11 Benchmarks

* 2X Speed-up
65 -
S 58 — __
g S .*
1 v @
S 56 S 631 LLavA-1.5
“ & Speed proP
< 627 87( (o]
g 54 4 E’
g 8 61
—_
g -@- MQT-LLaVA (Ours) § 60 -
< 37 -~ Fixed #Visual Tokens (Baseline) 50
e LLaVA-15
(YA ™ © © Qo Qo Qo o ~
Xop™ o 4 & S S oSS
Number of Visual Tokens > ©
TFLOPs

Hu et al. MQT-LLaVA: Matryoshka Query Transformer for Large Vision-Language Models. NeurlPS 2024
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Connector
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Outline

|. MLLMs as step towards AGlI
2. Static benchmarks

3. Arena

4. Architectures

5. Overview of several popular models
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LLaVA
Language Response Xa ’..

Language Model f¢

QQSQQQ

Projection W
rojection 7 ?H

. . V
Vision Encoder X Xq Language Instruction

v Image
LLM — Vicuna-7B
Vision Encoder — CLIP ViT-L/ 4

Connector — Linear
Train in 2 steps: |) Projection 2) Projection & LLM

Liu et al. Visual Instruction Tuning. NeurlPS 2023
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Context type 1: Captions

A group of people standing outside of a black vehicle with various luggage.
Luggage surrounds a vehicle in an underground parking area

People try to fit all of their luggage in an SUV.

The sport utility vehicle is parked in the public garage, being packed for a trip
Some people with luggage near a van that is transporting it.

Context type 2: Boxes

person: [0.681, 0.242, 0.774, 0.694], backpack: [0.384, 0.696, 0.485, 0.914], suitcase: ...<omitted>

Response type 1: conversation

Question: What type of vehicle is featured in the image?

Answer: The image features a black sport utility vehicle (SUV) ...<omitted>

Response type 2: detailed description

The image is an underground parking area with a black sport utility vehicle (SUV) parked. There
are three people in the scene, with one person standing closer to the left side of the vehicle, another
person in the middle, and the third person on the right side. They are all working together to pack
their luggage into the SUV for a trip. ...<omitted>

Resp type 3: plex r ing

Question: What challenges do these people face?

Answer: In the image, a group of people is standing outside a black SUV in a parking area,
surrounded by various pieces of luggage, including suitcases and backpacks. They are facing the
challenge of fitting all their luggage into the black SUV. There are multiple suitcases and backpacks
to be packed, which suggests that the group has a significant amount of belongings ...<omitted>

Table 1: One example to illustrate the instruction-following data. The top block shows the contexts
such as captions and boxes used to prompt GPT, and the bottom block shows the three types of
responses. Note that the visual image is not used to prompt GPT, we only show it here as a reference.

Liu et al. Visual Instruction Tuning. NeurlPS 2023



Molmo

e

“Point to Mt Rainier” “Mt Rainier”

CLIP ViT-L/ 14 336px, high-res is

processed using overlapped slicing
<pm:;1:?e§§;l‘it i;:?gfiéé?nfi Various LLMS
| ——|

Large Language Model Training the whole model, no
freezing:
|. Pretrain on PixMo

N 2. Finetune on PixMo and academic
o1n
to ht datasets

Rainier

e .&_: L

Deitke et al. Molmo and PixMo: Open Weights and Open Data for State-of-the-Art Multimodal Models.
arXiv:2409.17146
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PixMo (Pixels for Molmo)

Captions
- |
Voice Re-written
Description Transcrlpt Caption

AskModelAnything
g ‘ Captionand OCR — LM
et A e
W Write Question Initial Answer M\
Pointing

. Se\ec( Category
Cllck Pom(s

Synthetic
] g:‘;fgns 8:26:12] LM <colde> =]

Render

LLM
Synthetic e=]0A
o Watch faces LLM B =)o

50



PixMo (Pixels for Molmo)

. PixMo-Cap for pretraining:
3 labellers speak for 60 seconds — transcribe — improve with LLM —
summarize with LLM; 712k images, 1.3M captions

. PixMo-AskModelAnything:

labellers use language-only LLMs to semi-automatically generate
question; 73k images, 162k question-answer pairs

. PixMo-Points:

428k images, 2.3M question-point pairs

Augment prev dataset with points, 29k images and 79k
question-answer pairs

. PixMo-CapQA, PixMo-Docs, PixMo-Clocks: generated using
an LLM

51



Molmo openness

LLM Backbone Vision Encoder
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PaliGemma 3B

LLAVA Onevision 728
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< 3 — 2

s £, 22 e §

3 52 - Z; § N
model = & = ° az 4 = =
API call only
GPT-4V [88] 894 781 772 872 751 780 614 631 581 699 450 71.1 1041 10
GPT-40-0513 [90] 942 857 787 928 792 774 754 691 638 879 596 785 1079 1
Gemini 1.5 Flash [103] 91.7 854 80.1 899 753 787 675 56.1 584 81.6 6.1 751 1054 7
Gemini 1.5 Pro [103] 944 872 802 931 810 787 704 622 639 858 643 783 1074 3
Claude-3 Haiku [7] 86.7 817 684 888 56.1 673 455 502 464 830 439 653 999 18
Claude-3 Opus [7] 88.1 808 663 893 556 675 498 594 505 836 433 66.7 971 21
Claude-3.5 Sonnet [7] 947 908 707 952 743 741 60.1 683 677 897 583 767 1069 4
Open weights only
PaliGemma-mix-3B [10] 723 337 763 313 214 560 552 349 287 80.6 600 500 937 27
Phi3.5-Vision-4B [1] 78.1 818 757 693 366 720 53.6 43.0 439 646 383 597 982 19
Qwen2-VL-7B [111] 830 830 829 945 765 843 70.1 541 582 765 480 737 1025 14
Qwen2-VL-72B [111] 88.1 883 819 965 845 855 778 645 705 804 557 794 1037 12
InternVL2-8B [104] 838 833 767 916 748 774 642 512 583 578 439 694 953 23
InternVL2-Llama-3-76B [104] 87.6 884 856 941 820 844 727 582 655 747 546 771 1018 16
Pixtral-12B [3] 79.0 81.8 802 907 508 757 654 525 58.0 788 517 69.5 1016 17
Llama-3.2V-11B-Instruct [5] 91.1 834 752 884 636 797 641 507 515 731 474 69.8 1040 11
Llama-3.2V-90B-Instruct [5] 923 855 781 90.1 672 823 698 603 573 785 585 745 1063 5
Open weights + data (i distilled)
LLaVA-1.5-7B [69] 555 178 785 28.1 258 582 548 357 256 40.1 276 407 951 26
LLaVA-1.5-13B [69] 61.1 182 80.0 303 294 613 553 370 277 47.1 352 439 960 22
xGen-MMe-interleave-4Bf [119] 742  60.0 81.5 614 315 710 612 411 405 819 502 595 979 20
Cambrian-1-8Bt [106] 730 733 812 778 416 717 642 427 49.0 764 466 634 952 25
Cambrian-1-34Bf [106] 797 756 838 755 460 767 678 49.7 532 756 507 668 953 24
LLaVA OneVision-7Bf [59] 814 800 840 875 688 783 663 488 632 788 544 720 1024 15
LLaVA OneVision-72B1 [59] 856 837 852 913 749 805 719 568 675 843 607 766 1051 8
The Molmo family: Open weights, Open data, Open training code, Open evaluations
MolmoE-1B 78.0 839 777 539 788 604 349 340 872 796 686 1032 13
Molmo-7B-O 90.7 804 853 908 70.0 804 67.5 393 445 890 833 746 1051 9
Molmo-7B-D 932 841 856 922 726 817 707 453 51.6 885 848 773 1056 6
Molmo-72B 96.3 873 865 935 819 831 752 541 586 912 852 812 1077 2
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Molmo discussion

Benchmarks and human evaluation agree with exception of Qwen2-VL.

Key results:
I. MolmoE B nearly matches GPT-4V
2. Molmo 7B-D and Molmo 7B-O are between GPT-4V and GPT-40
3. Molmo 72B is near to GPT-40
4. 72B model outperforms Gemini .5 Pro and Claude 3.5 Sonnet
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LISA

Vision b5 f Decoder D
Backbone = "¢ I 6
A hseg
Multi-Modal

LLM aP|LoRA = [ []

What is the food with the most F i
Ttzt Vitamin C in this image? Please 6 It is «<SEG>. o Trainable

output segmentation mask. \

Frozen

Figure 3. The pipeline of LISA. Given the input image and text query, the multimodal LLM (e.g., LLaVA [29]) generates text output. The
last-layer embedding for the <SEG> token is then decoded into the segmentation mask via the decoder. We use LoRA [15] for efficient
fine-tuning. The choice of vision backbone can be flexible (e.g., SAM [66], Mask2Former [9]).

Lai et al. LISA: Reasoning Segmentation via Large Language Model. CVPR 2024
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Zhang et al. OMG-LLaVA: Bridging Image-level, Object-level, Pixel-level Reasoning and Understanding.

2024

Reasoning

Understanding

OMG-LLavVA

Grounded Conversation Generation

A
standing on the
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a puddle
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red double-decker bus:
This bus i pead on ¢

po;rewnzd " fmnb of
trees, with

Reasoning Segmentation T

Py,
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Please segment what
helps the person to
stand on the ocean:

Referring Segmentation

Please segment the
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Multiple Visual Prompts Description
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Instruction: Please The number on the man's

describe the
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Answer: The man is
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Instruction: Why is there a red stain
on this man's pants?

Answer: The red stain on the man's
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what the <Region> is standing e
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het i i wich et
Answer: It is [SEG]
Image-level Caption

a woman s standing next to

The image features a white pickup truck parked on
a street The truck is a large, fullsize vehicle, and
it is parked in front of a residential home- The
truch s positioned on the street, and it appears

A book is placed on top
of a laptop: It is titled
‘Europe": The book is
positioned on the right

side of the laptop

Pixel-Level

Object-Level

Image-Level

NeurlPS
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OMG-LLavVA

Answer: It’s a wooden <p> pier </p> [SEG], surrounded by the <p> lake </p> [SEG] and the <p>
forest </p> [SEG]- A blue <p> sky </p> [SEG] is above the pier and the <p> mountains </p> [SEG]-

Decode
ll*ll!l?!llll!_
LLM W
S— [ﬁmwwm}l «E000EENEEEEEE
{ Visual Projector 1

1 .

I Tokenize
0 0
EEEN ] Question: <Image>\n

Please describe the

EEEE 000 & Please descive the
Pixel-centric Object-centric - ,:Z/?He 77 r;sp on
Visual Tokens ~ Visual Tokens :QD wich incerleave
= segmentation masks-

Figure 3: The Overview of OMG-LLaVA. OMG-LLaVA consists of OMG-Seg and LLM. OMG-Seg tokenizes
the image into pixel-centric visual tokens, the detected objects, and inputs visual prompts into object-centric

OMG-Seg

visual tokens. Additionally, the [SEG] token output by LLM is decoded by OMG-Seg into segmentation masks.

OMG-Seg remains frozen at all stages.

Zhang et al. OMG-LLaVA: Bridging Image-level, Object-level, Pixel-level Reasoning and Understanding. NeurlPS
2024
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Conclusion

We reviewed following topics:

¢ Intro to image MLLMs and their applications. Multimodal LLMs
seems to be a step towards AGI with lots of interesting applications
and challenges.

¢ Benchmarking MLLMs. It may be done using static benchmarks (as
in CV or NLP) or using Arenas. Full-scale evaluation is very
challenging, since models aim to solve a lot of useful tasks.

* General architecture of MLLMs. Typically models consist of vision
encoder(s), connector, LLM and optional output modality decoder.
There are a number of technical nuances that help to obtain best
quality
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