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Conclusion

We reviewed following topics:
• Benchmarking video recognition models. Currently there are only

static benchmarks with close-ended questions. Open-ended questions
are rare and measured with GPT-Score or empirical pipelines.

• Architectures of video LLMs. LLaVA-like models are prevailing.
Since videos are seq. of frames, a lot of attention is paid to the training
of a quality visual encoder. After that various adaptor are used to
compress video context into reasonable amounth of tokens.
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