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https://www.lesswrong.com/posts/vmcWCsoyPNsGz82nt/fun-with-gpt-4o-image-generation
https://www.lesswrong.com/posts/vmcWCsoyPNsGz82nt/fun-with-gpt-4o-image-generation

In Ghibli style
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YT0o nexxut B ocHoBe mown GenAl?

v =

NO, you cannot understand the meaning
of a text without explicitly evaluating its
linguistic constituents and defining
grammar rules!

« HoctmxkeHusa BAM (GPT), reHepaunmn kapTUHOK, Buaeo n 3D mogenen
(Stable Diffusion, Flux, Sora, ...) MOXXHO 06 BACHUTL MacLITabHOMY
reHepaTuBHOMY npegobyveHunto



TexHornorndyeckne BosHbl NpeaodyyeHuns

Image Generation: From GANs to Diffusion Models

Guided Diffusion 2021

DDPM 2020 (Diffusion Beat GANSs)

(Denoising Diffusion Probabilistic Models )




[‘eHepaunsa naobpaxxeHnn

Single domain -> Open Domain -> Free-form / Interactive

Single domain generation Open domain generation Interactive / Interleaved generation
A single generative model possesses the capability Generative models exhibit the capability to generate images Genegative models create images through user interaction powered
to generate images within a singular domain only. across arbitrary domains guided by textual descriptions. by Large Language Models.
VAE (Dec 2013), GAN (Jun 2014), Normalizing DALL-E (Feb 2021), LDM (Dec 2021), DALL-E 2 (Api
flow (May 2015), DDPM (Dec 2020) ... 2022), Imagen (May 2022) .
2013 - 2020 2021 - 2022 2023 -

My 5 year-old keeps talking about a "super-dupersunflower R
hedgehog” -- what does it look like?

5 . : 4 y . , - - II 2 '_\' P J e : “ \
. . . . - A @ [ -A‘ { : ' )
o A painting of a squirrel ~ An animal half mouse A slightly conscious “ . N &

GAN on MNIST GAN on CIFAR-10 cating a burger (LDM) half octopus (LDM)  ncural network (LDM)
= S =

Ul 60
Eaxk B8C

DDPM on LSUN  DDPM on CelebA-HQ

[C ould you design some stickers for it? ] R

q b | Sure, here you are. " "
S S 8 o @
i% -i‘ a -
A wine glasson A pear cut into seven pieces A wine glass on top ‘

top of a dog (Imagen) arranged in a ring (Imagen) of a dog (Imagen) Interactive and interleaved generation of DALL-E 3




PocT napameTpoB Mmoaeneun

Increasing model parameters of text-to-image models

Stable Diffusion Stable Diffusion 3
~1B parameters 8B parameters
U-Net with transformer transformers

modules

Flux
12B parameters

transformers




PocT napameTpoB Mmoaeneun

2024-01

VideoCrafter2
1.8B parameters

3D U-Net with
transformer modules

2024-03

Open-Sora
5.8B parameters

transformers

2024-09

CogVideo
5B parameters

transformers
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« MacwTabHoe npenobyyeHmne NOMOrno reHepaTUBHLIM MOAENSIM BO BCEX
MOOalbHOCTAX

« Kak nx moxHo nHterpuposatb? Kak bAM / BBAM moryt nomoub
reHepauum B Apyrnx MmogasribHOCTAX?

BEAM / BBAM Text2lmage Text2Video

- GPT4 « StableDiffusion * VideoCrafter
 LLaMA « FLUX * ModelScope
 LLaVA « AnimateDiff

 Open-Sora
« Cogvideo



Obuiaa cxema reHepauum n mecto bAM

Conditioner Planner Evaluator

Unified backbone




MecTto BAM B reHepauunm

Conditioner Planner Evaluator
Unified backbone Agent

Unified backbone
Planner
Captioner
Conditioner
Evaluator

Agent




bAM kak yHuBepcanbHas ocHoBa



bAM kak yHnBepcanbHas ocHoBa

« Bce moganbHOCTM yOOOHO O0TOOPa3nTb B NPOCTPAHCTBO ANCKPETHbIX

TOKEHOB
« Bocnonb3yemca apxutektypoun bAM ana npeackasaHusa cnegyrowmx
TOKEHOB
Image
Text — — Text tokens MagVIT-V2 Visual token
{TS EncoderJ Depth —_— e coder — ViISual tokens
“An astronaut starts Optical-flow
dancing on Mars” Video
Sound !
Encoder

(2023-12) VideoPoet: A Large Language Model for Zero-Shot Video Generation [ICML 2024]



https://research.google/blog/videopoet-a-large-language-model-for-zero-shot-video-generation/

Cxema VideoPoet

An astronaut
starts dancing

on Mars. Colorful
fireworks then text
explode in the
background
image
depth
+
optical
flow
masked
video

/g
2N

VideoPoet

txt to video

img to wvideo

stylization

outpainting

video to audio

(2023-12) VideoPoet: A Large Language Model for Zero-Shot Video Generation [ICML 2024]



https://research.google/blog/videopoet-a-large-language-model-for-zero-shot-video-generation/

Cxema VideoPoet

« ABTOpErpeccuoHHO NpeackasbiBaemM TOKEHbI
[ekoanpyem nx ¢ NOMOLLIbIO JIOMEHHbIX AEKOAEPOB

bidirectional attention prefix autoregressively generated output
VideoPoet (LLM)
(task tokens) text tokens | visual tokens audio tokens  )control tokens)(  visual tokens audio tokens )

Sound Sound
[ o Ctosd Y M:r?c\ége‘;z SHFeam MAGVIT-v2 i
encoder decoder decoder
An astronaut starts

dancingon Mars,
Colorful fireworks
then explode in the
background.

depth & roppd or

optical flow | | masked video output video

(2023-12) VideoPoet: A Large Language Model for Zero-Shot Video Generation [ICML 2024]



https://research.google/blog/videopoet-a-large-language-model-for-zero-shot-video-generation/

TokeHu3aTopbl U Oe-TOKeHU3aTopL!

UTo0blI BAM 66110 YyOoOHEee paboTaTb C KAPTUHOYHBIMU TOKEHAMU, OHU OOJTKHbI )
nvmeTb (1) 1D casual 3aBucnMmocTh (2) BbICOKOYPOBHEBYH CEMAHTUKY

Original Image Generated Image Next-word Prediction

& :
\J
: o > ol

Encode E .
1D Causal Dependency Generate Multimodal LLM
............................................ > i
Tokenize De-Tokenize { ]
—> 5| 2 S N N ——————>
o SIOOAO0AEAOOOBEaEaAaEA
Discrete Vision Codes - o
Vision Text Vision
2D Features Noise
(a) SEED Visual Tokenizer (b) Multimodal Autoregression with SEED visual tokens

Figure 2: (a) SEED is a discrete image tokenizer, producing quantized visual codes with 1D causal
dependency and high-level semantics. (b) With SEED tokenizer, LLLM is able to perform scalable
multimodal autoregression on interleaved visual and textual data with next-word-prediction objective.

(2023-10) Making LLaMA See and Draw with SEED Tokenize [ICLR 2024]



https://ailab-cvc.github.io/seed/seed_llama.html

TokeHu3aTopbl U Oe-TOKeHU3aTopL!

Generated Image

Original Image

Cxema SEED

SD Decoder

SEED De-Tokenize

Generation Embedding

X — ¥

t
A MLP
|
EE]--EE
T Causal Codes
ﬁ Codebook
- ? - . )
T Embeddings
Causal Q-Former
R t
“VIT Encoder ’ B
. Learned Queries
SEED Tokenize

Training stages

1. Causal Q-Former,convert visual
features to causal embeddings,
contrastive loss

2. Train a visual codebook to

discretize the causal embeddings

» Text Embeddings Image Embedding

| | to discrete codes, maximize
T 6 | causal embedding cosine
| Text Encoder ‘ "’Image Encoder

! t similarity

“A dog sits on the grass” o
g

(2023-10) Making LLaMA See and Draw with SEED Tokenize [ICLR 2024]


https://ailab-cvc.github.io/seed/seed_llama.html

TokeHu3aTopbl U Oe-TOKEHU3aTop.LI

* [lpumepsbl paboTol

Input

Reconstruction

Figure 5: Reconstruction images of SEED tokenizer (i.e., original image — SEED tokenize — causal
visual codes — SEED de-tokenize — reconstructed image).

(2023-10) Making LLaMA See and Draw with SEED Tokenize [ICLR 2024]



https://ailab-cvc.github.io/seed/seed_llama.html

O Chatting with SEED-LLaMA

Last year, | visited the Golden Gate Bridge and
was deeply impressed. Let me show you a picture.

| regret not bringing my dog Lucky along for the
visit. This is Lucky.

Can you generate an image of Lucky sitting in front of
the Golden Gate Bridge?

Lucky looks cool in this image. Can you turn it into an oil
painting?

| love this painting. Can you create a story about Lucky's
adventure for this painting?

Once upon a time, Lucky was on a mission to find the
perfect spot to enjoy the view of the Golden Gate
Bridge. He wandered around the park, sniffing and
exploring, until he finally found a patch of grass

where he could lay down and take in the beauty of
the bridge. As he sat there, he put on his sunglasses
to protect his eyes from the sun and admired the view.

(2023-10) Making LLaMA See and Draw with SEED Tokenize [ICLR 2024]



https://ailab-cvc.github.io/seed/seed_llama.html

[Byxronosbin AHyc oT DeepSeek

OpfHa ronosa xopoLulo, a ase — nydyule!

Understanding Language Response: X, Image Generation Generated Image: X,
Text De-Tokenizer J cessee Image Decoder J
Auto-Regressive Transformer J
Und. Encoder J Text Tokenizer J secsce Text Tokenizer J Gen. Encoder J
Image: X, Language Instruct: Xq Language Instruct: Xq Image: X,

Figure 3 | Architecture of our Janus-Pro. We decouple visual encoding for multimodal under-
standing and visual generation. “Und. Encoder” and “Gen. Encoder” are abbreviations for
“Understanding Encoder” and “Generation Encoder”, respectively. Best viewed on screen.

(2025-01) Janus-Pro: Unified Multimodal Understanding and
Generation with Data and Model Scaling



https://github.com/deepseek-ai/Janus
https://github.com/deepseek-ai/Janus

bAM-nnaHnpoBLKK



bAM-nnaHnpoBLLKK

« Layouts/Bounding boxes
for spatial location Image : Image

planning T T

e Semantic descriptions

* Motion descriptions for T21 Model : T2I Model A €— Layout
temporal planning - +

- Patch descriptions for : T
Image scale planning T : LLM

- Entity descriptions for Prompt Prompt =

character/object design

across different video clips ; ;
P (a) General T2I (b) Layouts as intermediate

models results for image generation



[TnaHnpoBaHMe NPOCTPAHCTBEHHOIO PACMONIOXKEHUS

« [lpoBepka NpaBUNbHOIO KONMYeCcTBa OO BHEKTOB

“There are three elephants standing beside a pool of water. ”

Text-to-Image Text-to-Layout Layout-to-Image

elephqgnt

ele MTont

|

[NeurlPS 2023] LayoutGPT. Compositional Visual Planning and Generation with Large Language Models



[TnaHnpoBaHMe NPOCTPAHCTBEHHOIO PACMONIOXKEHUS

« (QObecrnevyeHne npaBMIIbHOrO B3aMMHOIO PacrosioXXeHns 00bEKTOB

“A carrot and some onion next to a knife on a cutting board.”

Text-to-Image Text-to-Layout Layout-to-Image

rr .
carrof onion

knife

[NeurlPS 2023] LayoutGPT. Compositional Visual Planning and Generation with Large Language Models



[TnaHnpoBaHMe NPOCTPAHCTBEHHOIO PACMONIOXKEHUS

Instruction:
Given a sentence prompt that will be used to generate an image, plan the layout of the image. The
i i generated layout should follow the CSS style, where each line starts with the object description and is
Tas k Instruction followed by its absolute position.
Formally, each line should be like "object {width: ?px; height: 7px; left: ?px; top: 7px; }". The
image is 64px wide and 64px high. Therefore, all properties of the positions should not exceed 64px,
including the addition of left and width and the addition of top and height.

In-context learning Examples Inference prompt: Prompt: a tower of a building that has a clock on it.
/* first in-context exemplar*/
Prompt: A building with a tower on top /* LLM Output*/  __________
that contains a clock. tower { : Visuq/ization :
Layou;:ock { height: 149px; : E]r :
— 5 . 1 I
height: 37px; width: 56px; —> : >
width: 38px; top: 65px; : : Layout-to-
top: 104px; left: 100px; :_ _________ : Image
left: 60px; }
} In CSS format

/* second in-context exemplar*/

[NeurlPS 2023] LayoutGPT. Compositional Visual Planning and Generation with Large Language Models



ROICtrl

cookies 9 fror‘_tier face of strawberry Global Caption: Three people stand near the lake.
chihuahua ROI-1: A woman with white dress. ROI-2: A man with a black suit. ROI-3: A man with armors.

muffin with
blueberries on it _
a Shiba Inu with golden poodle

blueberries fried chicken wings

a crusty white bread

w/. ROICtr|

Global Caption: Two dogs and a cat on the grass.
ROI-1: A dog with orange fur. ROI-2: A cat with white fur. ROI-3: A dog with grey fur.

w/. ROICtrl w/o. ROICtr]

YnpaBrneHue NpocTpaHCTBEHHbIM pa3MelleHneM 00 bEeKTOB NPU reHepaumm

(11.2024) https://roictrl.github.io/



https://roictrl.github.io/

OT1 ROI Align k ROl Unpool

Spatial Feature i
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(a) ROI Injection via Embedding (b) ROI Injection with Attention Mask ; : ° :. ° i. ! ! ; ; ' !
i I I 1 I | I I I
N— Lojelde e te) L. : U PR L
Spatial Feature : | | | | | : . 5 |
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i I ) ’ i ® o ® ,0 1 1 1 [ I |
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1 (xh, v2) ROI Align ROI Unpool (x2, ¥2) ,

(a) ROI-Align (b) ROI-Unpool

(c) ROI Injection with ROI-Align and ROI-Unpool (Ours)

Fig. 2: ROI-Align and the complementary ROI-Unpool (Ours)

Fig.1: Comparison with Various ROI Injections for Visual Generation

(11.2024) https://roictrl.github.io/



https://roictrl.github.io/

[1lekoMno3numnsa Ha CueHbl

e Jlekomno3snuus NPOMITa Ha HECKOJIbKO NMPOMIMTOB

“You need to envision a a Multi-Scene Video Script =
multi-scene video ...” Scene 1: “The young man measures out ingredients”; Objects:
Prompt: l L young man; Background: kitchen; Camera: moving left fast
) Scene 2: “The young man pours the batter into a pan”; Objects:
“A young man with LLM | young man; Background: kitchen; Camera: moving left slowly
blue hair is making > >
cake” Scene N-1: “The young man puts the cake on the table”; Objects: h

L young man, cake; Background: kitchen; Camera: static

Scene N: “The young man makes a phone call to invite his friends”; ”
\Objects: young man, phone; Background: dining room; Camera: static
O -/

(2024-01) VideoStudio: Generating Consistent-Content and Multi-Scene Videos [ECCV 2024]



https://vidstudio.github.io/

Apxntektypa cuctemsl (y>ke dbakTnyeckme areHT)

(1) Multi-scene video script generation | (2) Entity reference image generation
I 3
Input Prompt L3 [ e — Text-to-Image Model
I "a young man with biug hair is making cake" I | ntity Descriptions I-—’L (T21 Model)
~ Query : Foreground Reference images l ,L Background Reference images
"You need 1o Large Language Model | | ’
anvision 3 mult - ’ (LLM) |
scene wdeo |
. |
( Multi-Scene Video Script ) :
Scene 1 "The young man measures out ingredients”, Objects |
young man, Background: kitchen; Camera: moving left fast |
N
Scene 2. “The young man pours the batter into a pan’; Objects ' (3) Video scene generation
young man; Background: kitchen; Camera: moving left slowly >
| Action: putting the cake on the table; Camera: static
|
Scene N-1: “The young man puts the cake on the table”; Objects | VideoStudio-Img
young man, cake: Background: kitchen; Camera: static | A
N
Scene N: “The young man makes a phone call to invite his friends”. ' Scene N-1:"The youngman L,
\O(\,v}t{_’, young man, phone; Background: dining room; Camera: static : puts the cake on the table
Entities: -
f Query : 0 VideoStudio-Vid
| | Yourg oan’ oy Scene-Reference |
You need to 3 || “cake” ot o
describe the entities i I | “dini -
i detoil L dining room )
| r - Y @ : =
o Emity D ipﬂ N | VldeoStudio-lmg Foreground VideoStudio-Vid
escr ons " Reference
young man: “The photo depicts a young man with blue hair || The young man puts __ | Text Visual Sce“e'admnce_’ Visual Action M o
standing in a kitchen, wearing an apron and holding a mixer | | the cake on the table Encoder Encoder Background Image Encoder Embedder actrar
| Reference o—
cake: 'The cake is a masterful work of art, with intricate designs and h | ] —T |
patterns that are both visually appealing and visually stunning | AR A i : | g
| et A T L A4 L A4 v W §
kitchen: “This photo of a kitchen features a dean and modem | S Rt 20 20 >
L aesthetic, with white cabinets and countenops | e '_f‘w,"“ Attn Attn i
‘ : N o 5 it xT <7 | &
dining room: “The photo captures a modem luxunous dining room | e — — o
| with elegant fumiture and a breathtaking view of the ity skyline | 2D Noise 2D Denoising UNet 3D Noise 3D Denoising UNet y
\ \ VAN ca—

(2024-01) VideoStudio: Generating Consistent-Content and Multi-Scene Videos [ECCV 2024]



https://vidstudio.github.io/

Nepapxuyeckme npomnThbl

Upsample -> [2*H, 2*W]
Split into patches
With patch size = [H,W]

“A corgi sits on a beach chair on a )
beautiful beach, with palm trees [’12'1
behind, high details” —Tstable Diffusion) >

Textual Details Generation

SDE Edit -
And input to an mtermedla*e ' ¢,

timestep of T2I
Blurry Patches with [H,W]

(2024-09) HiPropmt : Tuning-free Higher-Resolution Generation with Hierarchical MLLM Prompts



https://liuxinyv.github.io/HiPrompt/

Vepapxmnyeckme npomMmnThbl

Local patch description

Local patch description:

A detailed image of a lush green palm
leaf, with a vibrant yellow hue, set
against a clear blue sky, taken from a
close-up perspective.

Global description:
“A corgi sits on a beach chair on a beautiful beach,
with palm trees behind, high details”

(2024-09) HiPropmt : Tuning-free Higher-Resolution Generation with Hierarchical MLLM Prompts



https://liuxinyv.github.io/HiPrompt/

[ eHepauunsa TeKcToBbIX onncaHun ¢ bAM



Image

[ eHepayna TEKCTOBbLIX OnNucaHue

now at victorian plumbing.co.uk

is he finished...just about!

23 (19 of 30) 1200

SSC| Alt Text

a white modern bathtub sits on a wooden
floor.

a quilt with an iron on it.

a jar of rhubarb liqueur sitting on a pebble
background.

DSC

this luxurious bathroom features a mod-
ern freestanding bathtub in a crisp white
finish. the tub sits against a wooden ac-
cent wall with glass-like panels, creating
a serene and relaxing ambiance, three
pendant light fixtures hang above the tub,
adding a touch of sophistication. a large
window with a wooden panel provides
natural light, while a potted plant adds a
touch of greenery. the freestanding bath-
tub stands out as a statement piece in this
contemporary bathroom.

a quilt is laid out on a ironing board
with an iron resting on top. the quilt has
a patchwork design with pastel-colored
strips of fabric and floral patterns. the
iron is turned on and the tip is resting on
top of one of the strips. the quilt appears
to be in the process of being pressed, as
the steam from the iron is visible on the
surface. the quilt has a vintage feel and
the colors are yellow, blue. and white, giv-
ing it an antique look.

rhubarb pieces in a glass jar, waiting to be
pickled. the colors of the rhubarb range
from bright red to pale green, creating a
beautiful contrast. the jar is sitting on a
gravel background, giving a rustic feel to
the image.

AnbTepHaTuBLIE U
«4yernoBeyeckne»
onncaHuns O4YeHb
NpPOCTble N LUYMHbIE

ITroam oBbIYHO He
OMUCbIBAKOT NONOXeHNe
0ObEKTOB, BaXHble
YacTu (Hanpumep,
PaAKOBUHY Ha KyXHe),
TEKCTYpbl N T.4.

VLLM MOXHO 0By4nTb
OYeHb
OeTannu3npoBaHHbIM
OnMcaHnAMm
N300pakeHnin

Improving Image Generation with Better Captions (DALL-E 3)



https://cdn.openai.com/papers/dall-e-3.pdf

[MpodonT OT XOpoLLINX onNMcaHU BENUK
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—— Descriptive synthetic captions 31.0 A —— Descriptive synthetic captions
25.8 A - Short synthetic captions - Short synthetic captions
Ground truth captions Ground truth captions
100000 200000 300000 400000 500000 100000 200000 300000 400000 500000
Training steps Training steps

Figure 4 — CLIP scores for text-to-image models trained on different caption types. Left is evaluation results with ground
truth captions on our evaluation dataset. Right uses the descriptive synthetic captions from the same dataset.

Improving Image Generation with Better Captions (DALL-E 3)



https://cdn.openai.com/papers/dall-e-3.pdf

ShareGPT4V paTtaceTt

COCO-Caption COCO v Human 118K 52
BLIP-LCS LCS v BLIP 558K 54
LLaVA-23K COCOo X GPT4 23K 609
ShareGPT4V LCS, COCO, etc. v GPT4-Vision 100K 942
ShareGPT4V-PT LCS, COCO, etc. v Share-Captioner 1,246K 826

Comparison of widely-used caption datasets and ShareGPT4V. 'LCS' abbreviates the LAION, CC, and SBU datasets. The 'Visible' column

denotes the image visibility during captioning, and the 'Avg.' column shows the average character number of the caption.

(2023-11) ShareGPT4V: Improving Large Multi-Modal Models with Better Captions



https://sharegpt4v.github.io/

ShareGPT4V paTtaceTt

NAA A 2
AT & Carde & i Donac v o YW iy
-l MM”’!M-\ A o it 0 N
Lt & e s 2 eee

Animal Text
A
Y ful 5 Celebrity: In the image, we see the actor Henry Cavill portraying the iconic character
ou are a powerful image captioner.
(== P ST g = _P _____ \ of Superman. He is standing in front of a brick building, upon which an American flag is
1 Data Source Specific Prompt : prominently displayed. Dressed in his signature blue suit, complete with a red cape. * - -

Instead of describing the imaginary
g::‘ri:: 32?”%?‘2”22:‘%;2:?;0%?; Art: The image is a captivating oil painting titled "The Sower”, created by the
the image. Do not describe the GPT4-Vision renowned artist Vincent Van Gogh. It's a beautiful representation of post-impressionism
:g::ne_n;zni%zeitzgﬁ:gi ctzée?cr:;ﬁ:::: art. - - - This artwork is a testament to Van Gogh's fascination with the countryside and
as much as possible. the simple, yet profound, peasant life.

(2023-11) ShareGPT4V: Improving Large Multi-Modal Models with Better Captions



https://sharegpt4v.github.io/

ShareGPT4V paTtaceTt

Young children standing on a platform waiting for a train to arrive.

Adults and children watching a train slowly leave.

A family near a railroad track watching the train pass.

People waiting on a platform as a train pulls up.

A train station with a green chain on the tracks and children waiting for it to go by.

At a train station, a group of people, including both young children and adults, are standing on a platform waiting for a train to arrive.
The train is already present on the tracks, partially visible on the right side of the image. Some of the people watch the train closely, while
others seem to be patiently anticipating its departure.

There is a total of eight individuals waiting for the train, with one child in the middle of the platform and the others scattered around. A
backpack can be found on the far left side of the platform, suggesting that someone may have set it down while waiting.

( A
ShareGPT4V: The image captures a moment at a train station. A green train is on the tracks, moving away from the platform labeled “Platform
2". The train's motion is observed by people standing on the platform, their attention drawn to the departing vehicle.

A red signal stands on the tracks, its vibrant color contrasting with the green of the train. Signs are prominently displayed around the platform.
One warns "Beware of Trains", a cautionary reminder of the powerful machines that frequent these tracks. Another sign advises "Please Use The
Footbridge To Cross The Line. If You Require Assistance Please Ask The Station Staff", guiding passengers to safely navigate the station.

The sky above is a clear blue, providing a serene backdrop to the bustling activity of the station. In the distance, trees can be seen, adding a
touch of nature to this man-made setting. The image is a snapshot of everyday life at a train station, capturing both its routine operations and
its inherent charm.

& J

(2023-11) ShareGPT4V: Improving Large Multi-Modal Models with Better Captions


https://sharegpt4v.github.io/

ShareGPT4V paTtaceTt

A young boy swinging a baseball bat during a baseball game.

i 3 ’ (BLIP a young boy holding a baseball bat on a field. ]

‘ The image captures a young boy in a baseball uniform, standing at home plate and swinging a
baseball bat. He is focused on the game and appears to be in the middle of a swing.
There are several people around the field, including a few sitting on chairs and benches, watching the game.
Some of them are closer to the boy, while others are further away. A baseball glove can be seen on the ground,
likely belonging to one of the players. The scene conveys the excitement and energy of a baseball game.

. Pt

/GPT4-Vision: In the image, a young baseball player is the central figure,\ /Share-Cap'rioner‘l In the heart of the action, a young baseball player, donned in\
poised in the batter's box, ready to swing at an incoming ball. Dressed in a a vibrant red and white uniform, is captured mid-swing. The player's black helmet
vibrant red and white uniform, the player's stance exudes determination gleams under the sunlight, matching the intensity in his eyes as he focuses on the
and focus. A black helmet, providing protection, sits snugly on the player's incoming ball. His black socks peek out from under his white pants, adding a touch
head, matching the black grip of the bat held firmly in their hands. of contrast to his uniform.

The batter's box, marked by white chalk lines, is clearly visible beneath the The player is positioned in the batter's box, his body coiled like a spring, ready
player's feet, setting the stage for the impending action. The chain-link to unleash the power of his swing. His bat, gripped firmly in his hands, is poised
fence in the background serves as a boundary, separating the playing field to connect with the ball.

from the spectators.
Beyond the player, a chain-link fence stands guard, separating the field from the

Speaking of spectators, a group of them can be seen in the background, spectators. A handful of spectators can be seen in the background, their
seated on bleachers. They appear to be engrossed in the game, their faces attention riveted on the unfolding drama at home plate. Their presence adds a
blurred, making it impossible to discern their expressions. Their presence, sense of anticipation and excitement to the scene.

however, adds a sense of anticipation and excitement to the scene.
Every element in this image paints a vivid picture of a thrilling moment in a

The image captures a moment frozen in time, just before the swing, the baseball game, from the player's intense focus to the spectators' eager

anticipation palpable. It's a snapshot of a typical baseball game, filled with anticipation. 1

tension, excitement, and the promise of action. 5
& g ®) L )
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(2023-11) ShareGPT4V: Improving Large Multi-Modal Models with Better Captions
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ShareGPT4Video
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(a) Data composition of the ShareGPT4Video dataset

(2024-06) Improving Video Understanding and Generation with Better Captions
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ShareGPT4Video

Step 1 # Step 2 - Step 3 . Step 18
Tllllllll;ll.llll J
Rt - ,.

Illlii;illillllll lillllllllllIlilllllllllllllllll 1|
38:00 40:00
Caption of Caption of | Differential Differential
&) err-av keyfiamel | (G} epT-av keyframel |  caption &) epr-av S ntion &) epr-av
(k, and k) (kg and k;)
Caption of }/ Differential Differential Differential
keyframel caption caption caption
(k; and k) (k; and k;) (k7 and k,g)

Caption of the video: The video documents a meticulous process of salad
preparation by an individual with tattooed forearms, in a well-equipped kitchen.
Initially, he is seen slicing a cucumber on a cutting board, with a small pile of multi-
colored cherry tomatoes to the side and a bottle of “Grandma‘s Choice W hite Wine
Vinegar” nearby. Progressively, he shifts to cutting a red onion, then moves on to
chopping garlic ... The tomatoes, cucumber slices remain untouched during these
tasks ... The scene broadens to show more of his environment and then zooms in as
he starts to mix the dressing with another ingredient. He seasons the mixture with
black pepper from a wooden grinder, sprinkles with a powder resembling salt, and
then begins to whisk vigorously, aiming for an emulsified consistency. Finally, he
adds croutons from a metal bowl into the large glass bowl containing the salad.
Throughout, the kitchen setting remains consistent ...

GPT-4

L L L L R R R R Rty
L L -1 -4 = 11

3 r /
X - ‘L ” v
e

B A

00:00 02:00 04:00 38:00 40:00
Caption of  Differential  Differential Differential Differential
keyframel caption caption caption caption

(kjandk;) (kyandk;)  (kjgand ki7) (kj;and k)

(b) Example of generating detailed video captions using GPT-4V

(2024-06) Improving Video Understanding and Generation with Better Captions
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ShareCaptioner-Video

Panda-70M 27092 204.4 27.2 291.2
Pexels 8487 52.2 22.1 254.9
Pixabay 2725 20.3 26.9 209.3
BDD100K 608 6.6 39.0 371.3
Mixkit 745 3.6 17.5 2139
Ego4D 521 3.9 27.1 298.9
Total 40178 291 26.6 273.3

Obyyaem cBoro moaenb ShareCaptioner-Video n pasamedyaem e apyrme gataceTbl

(2024-06) Improving Video Understanding and Generation with Better Captions

MixKkit 56k 42.0 104.8
Pixabay 652k 353.3 102.5
Pexels 4104k 2561.9 100.5
Total 4812k 2957.2 102.6



https://sharegpt4video.github.io/

[lpnmep reHepaunn Buaeo

The video captures the spectacle of a continuous
fireworks show against the backdrop of a starry
night sky. It commences with a burst of vibrant reds,
greens, purples, and yellows that paint the heavens
and cast shimmering reflections upon the water
below. As the display progresses, the fireworks
evolve, transitioning from the initial array to a focus
on radiant oranges, yellows, and fiery reds. These
explosions form captivating clusters at the heart of
the sky, ascending in breathtaking formations
accompanied by trailing plumes of smoke, adding a
dramatic flourish to the visual narrative. Throughout
the duration, the fireworks maintain their dynamic
allure, their patterns and positions evolving to
underscore the ongoing spectacle. Meanwhile, the
mirrored reflections on the water's surface faithfully
echo the colors and shapes above, further
enhancing the mesmerizing and ever-changing
nature of the display.
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Figure 1: Overall architecture of TANGO.

(2023-04) Text-to-Audio Generation using Instruction-Tuned LLM and Latent Diffusion Model
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Preference Data Creation
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(2024-04) Aligning Diffusion-based Text-to-Audio Generations through Direct Preference Optimization



https://tango2-web.github.io/

BbAM kak oueHLmnK



BbAM kak oueHLWwmK

Ncnonb3yem BAM ansa reHepaumm BornpocoB Npo n3odbpakeHme

; | Questions
Prompt: “a little girl wearing a bright Is there a girl?

e irl riding through a field of flowers?
yellow dress and a copper crown is riding a == ,4- Language S| ® 1o i HOMmE twouEn & fokl of Havers

S Model Is the girl wearing a crown?
badger through a field of flowers.” What color is the dress?

\_ | What animal is the girl riding?

(2023-11) DreamSync: Aligning Text-to-Image Generation with Image Understanding Feedback



https://arxiv.org/abs/2311.17946

OueHka nsobpaxeHus Yyepes BBAM

i - | Questions Answers

| Prompt: “a little girl wearing a bright & diere apicd : -

Hlovr dress andia coBbat crov s sding a Language > e Isthe gfrl rldmg through a field of flowers? ® Yes

ye PP & ,% Model e Is the girl wearing a crown? ® Yes
badger through a field of flowers.” ® What color is the dress? ® Yellow
® What animal is the girl riding? ® Badger

P aL M \l/ VQA Result

® Yes v

> VQA _“> ® No x

\V,@ Model * Yes v

® Yellow v

e Badger v

T 2.7 Aesthetic
gModel

Alignment
0.80

Aesthetic
0.71

(2023-03) VILA: Learning Image Aesthetics from User Comments with Vision-Language Pretraining —
VLM, noxoxasi Ha CLIP, obyyeHHasa Ha nogHabope LAION n gatacete AVA B 250K nsobpaxkeHun,

pa3MeYeHHbIX OUEHKaMN N KOMMEHTapUAaAMn rno Ka4yecTtBy

(2023-11) DreamSync: Aligning Text-to-Image Generation with Image Understanding Feedback
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Linkn obpaTHOn CBA3K

? f Questions Answers
!
Prompt: “a little girl wearing a bright ® Isthereagirl? ® Yes
P & & gh ;. Language ® s the girl riding through a field of flowers? ® Yes
yellow dress and a copper crown is riding a Model o) 1s B ol weis 4 o o
badger through a field of flowers.” o What color is the dress? o Yollow
. .

What animal is the girl riding? Badger
_ Alignment
! VQA Result 0.80
Yes v

L]
> VQA s No X
Model o Yes v
® Yellow v
® Badger v

F 9 . .
Aesthetic Aesthetic
> 5 Model > ( 071 I

( 2 Scores \

(Alignment, Aesthetic)

(1.00, 0.80) : (0.80, 0.71)

| Prompt: “a little girl wearing a bright

yellow dress and a copper crownis | = o000 @ o NS AR (JP% YL v (e CEEEEEEY
riding a badger through a field of TNl (0.80,0.73) ! (1.00, 0.68)
flowers.” Ouc . Y,

Select Best

LoRA Finetune

(2023-11) DreamSync: Aligning Text-to-Image Generation with Image Understanding Feedback
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Tor — ynyJlleHne KadecTtBa reHepauunm

DXL + DreamSync
ag :

» - __-

: : A white cat with black ears and markings
in a park, at sunrise
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LLM Kak areHTbl A58 reHepaumm &>

« CMbICN areHToB — cnpaBUTCA CO CJTOXKHbIMW 3ada4aMU N CITOXKHbIMW
MHCTPYKUNAMIN NOJIb30BATESIA, peLllad 3aaa4vy «noa Kriio4»

« Complex content:

« “An oil painting, where a green vintage car, a blue scooter on the left of it and a
black bicycle on the right of it, are parked on the road, with two birds in the sky.”

« Multiple objects; Attribute binding; Position relationship; Object quantity;

* Multiple-task / Multi-modal system:
« “Can you generate a video of a car running on the road” [Video Generation]
« “Can you generate the corresponding sound” [Video-to-audio Generation]
« “Can you modify the car into a big blue truck” [Video Editing]



ControlLLM

g Can you dub the video.mp4 with a
suitable background music and then
generate a HTML web page to
introduce this video?

a2 >N
| have designed the HTML web page
to introduce the video with light
background music:

Tage hackpaouigx HogR, Sre PRV G0 Mees

Video description

The weeo Smtame B crApe stwving O A Sench e 8 baeo, oo By meurnen

TIW St ¥ HNONG ¥ T e, alh o pee
hooay @ sribool Te sewm o mrew wal Sc e
e e S ety
THG T DOONT S, DRI 8 T e G0 SRR ety TR SON0NS

| S A

(2023-10) ControlLLM: Augment Language Models with Tools by Searching on Graphs

Summarize

Stage 1: Task Decomposition \

SubTask 1

Description: Dub the video
with a background music.

Domain: video-editing
Args: <video>
Return: <video>

SubTask 2

Description: Generate a
HTML page to introduce
the video.

Domain: HTML-generation
Args: <video>
Return: <HTML>

Stage 3: Solution Execution {3

Execution Engine w/ Toolbox

[ “  Hugging Face Openw"‘ Lab
| < DAffusers ®# Detectron?

|
|

| Optimal Solution
video-captioning video-tagging
text-to-music video-titling

video-dubbing

Stage 2: Thoughts-on-Graph (ToG) S

{ input ;

A
video-
captioning

!

text-to-
music

!

video-

dubbing

|
Y Y Y

NEo- video- video-titling

captioning tagging
[ |
3
video-to-

webpage

output

Searching optimal solution on the tool graph

D input / output — solution path

D tools




PacTtekaTbCs MbICIbIO MO rpadyy

d~(-) In-Degree  d*(-) Out-Degree

Thoughts on Graph

self-consistency

st d()£1 &dtv) <1
(a) Chain of Thought (CoT) (b) Tree of Thoughts (ToT)

std w)<£1 No d~(v) or d*(v) Constraints

(c) ControlLLM (ours)

Figure 1. Comparisons of different paradigms for task planning. (a) Chain of Thought (CoT) [41], CoT with self-consistency [40] and
(b) Tree of Thoughts [47] (ToT) essentially rely on the LLMs to perform task planning, where the edge is actually formed by LLMs at run
time. (c) The Thoughts-on-Graph (ToG) paradigm in our method searches for solutions on a pre-built graph that captures the dependencies

of tools, which avoids the hallucination problem in tool invocation.




Movie Agent

CoT  { Sinmlate thought process of film director: ' :
e & : 1. Break Down Scene [ rBe:s:)dni‘;ug,“” '
‘. + 2. Define Shot C t ! ’ )
m m an | Dﬂme : :Ch:::‘g::l s : i generate the |
Director Agent Scene Plan \aem Shot Phu \gem Input —» | ; 1= structured !
; t ¢ '
K@ @ @ : 4. Enhance Emotional Impact v :
CoT CoT CoT ( o L S Ay S e L s b ' ’
J Step I Internal Chain-of-Thought
| After the catastrophe. Ne Zha and Sub-Script 1 e R e R R R e A Y et Ll s A -
} Ao Bing's souls survived, but their Plot: Sheng Gongbao Jed lh! dragon clan and Seemy ) : Scene 1 - Shoty

| .
1 bodies were on the verge of

! shattering. Tai Yi planned 1o use the

: Plot/Visual Description: Ne Zha and Ao
: Bing discuss how to restore their bodies in
: a vibrant, colorful forest....

1 Shot Type: Wide shot.

: Camera Movement: Static shot to

1 capture the full ritual effect.

! s 00:00:00 - 00:00:02
1 Subltitle Ne Zba : Our bodies... "™~

Plot: Ne Zha and Ao Bing's souls are
revealed to have survived the catastrophe,
but their bodies are on the brink of
destruction....

Scene Description: A mystical stmosphere
envelops the scene. with ethereal visuals
depicting souls of Ne Zha and Ao Bing...
Emotional Tone: Suspenseful and hopetul

i
: ! other sea demons 1o besiege Chentang Pass.
. 1 : seeking revenge on Ne Zha, Li Jing and Lady Yin,
y Seven-colored lotus to restore them. : | Nezhn's parents. grew deeply concemed. Amid
t However, Sheng Gongbao led the | : the fierce battle, Nezha accidentally shattered
: dmgon clan and other sea dctpons 101 | Aobing's body...
1 besiege Chentang Pass, seeking : 1 Tovolving Characters
I revenge on Ne Zha In the fierce i Ve NeZha
! barrle, Ne Zha accidentally shattered | | o 5o Bing,
1 Ao Bing's body. To save him. Ne : 1
'
by

1 G ! :
Key Props: Ritual sethup ' songbac's entrance
Cinematography Notes Quick cuts and

! Subtitle: 00:00,00 - 00:00:04

o Shena Gonabao. Visual Style: Dreamlike with soft, glowing T L S ey
I Zha decided to travel 10 Yuxu ¢ 1 ,:1:& ’ colors highlighting the lors. | e meesceasnee -
| Pabsce ke the lnmoral {4 CayYm } | KeyProps Sovencoboedloms 1} Scene 1 - Shots
: Asge_m}:m;m R e ::u:ni»;m N inaics i 1 Plot/Visual Description: Li Jing and
N ;0 S!lb-btﬁpt 2 : elements and Tai Yi's determination. : : Lady Yin anxiously watch as their son
1 Plot: To save Ao Bing, Ne Zha decided 1o travel 10y ¢ 1 remains onlv a soul
: Yuxu Palace and take the Immiortal Ascenision. | S === === === = - - —=—- o ——— ! Shot T "Cl l X
¢ Exam 1o obtain 8 way 10 revive Ao Bing. .. : 1' ‘, : ( ’Vp;i = O :)'.St tic shot to i
1 Involving Characters: 1 ! Scene 2_ [ a?:e!'ll .o R s
: * Ne Zha, : : Plot: Tai Yi prepares the ritual 1o restore : 1 On jacial expressions,
' Ao Bing Nezha and Aobing, but Shenggongbao i ' Subtitle: . 0000:01-00:00:08.
| appears. intent on thwarting their efforts... | w_ . ___ . Jiog Plesse letthis work. =
I Scene Description: Tension builds as Taiyi : r """"""""""""
: sets up the ritual. The atmosphere is charged | Scene 2 - Shots
1 with anticzpation when Shenggongbao | | Plot/Visual Description: Sheng Gongbao
| confronts them. .. | | appears with a confrontational stance. ..
| E}m(ionl Tone: Tense M_coufrmn|nﬁmu|. | , Shot Type: Medinm shot.
; Visual Style: Dramatic lighting with sharp | | Camera Movement: Quick pan to Sheng
contrasts
1 |
| |
| I
| '
| i

! close-ups | Sheng Gonghso:l won't let you sueceed!
AcCmng Walimg @ 290 0 S0 TS i e e e e e e b e e 0 e @ ot S | 0 Uit e T S A e, s R DB
Character Bank Character Relationships <
et a e e Bl R ettt |
Input from User Script Breakdown Scene Planning Shot-Level Content Creation Plot to Video and Audio Generation

(2025-03) MovieAgent: Automated Movie Generation via Multi-Agent CoT Planning hitps://weijiawu.github.io/MovieAgent/
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[nput from User Plot, Video and Audio Generation
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Anna, Elsa, Kristoff. Ofaf, and Mattias embark on o : Scene 1 - Shot, ' : Scene 3 - Shot, nf Scene 4 - Shot, : " Scene 7 - Shot, :
Journey 10 uncover the tuth belind the mysterions r  Plot: Anna. Elsa and Knstoff seis out : 1 Plot: Close.up of Mattias as he explains the : 1 Plot: Sweeping shot of Elsa and Kristoff 11 Plot: Wide shot of Anna and Elsa 1
voice calling Elsa, As they travel to the enchanted 1+ through a dense forest. .. y ¢ historical tensions between Arendelleand 1 standing with the crowd., ! : standing together on a hull. overlooking |
forest, they discover that the past holds secrets : Camera Movement: Staric shot ' : the Northuldea ': Camera Movement: Dynaniic sweeping : y the enchanted forest and Arendelle. .. :
abour their kingdom and Elsa’s powers. Martias, a | : y Camera Movement: Static shot. :. movement .: Camera Movement: Static shot. 1
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Script Synopsis/Raw Story
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Sub-Script 1: The Call and the Journey Begins

Plot: Anna, Elsa, Kristoff, and Olaf embark on a journey toward a mysterious voice calling Elsa. Along the way, supernatural weather linked to Elsa’s
emotions challenges them. In the enchanted forest, they encounter frozen relics of a past conflict between Arendelle and the Northuldra. Elsa’s magic
calms elemental spirits blocking their path, and they uncover cryptic symbols tied to Elsa’s childhood memories.
Involving Characters: Elsa, Anna, Kristoff, and Olaf.
Emotional Tone: Curiosity and determination.

Key Themes: Adventure, discovery, and mystery.

Scene 1 -Shot 1

Plot: Elsa stands alone in her ice dress,
listening to a mysterious, ethereal voice. Her
expression is a mix of curiosity and concern as
she looks towards the distant horizon.
Involving Characters: Elsa.

Shot Type: Close-up.

Camera Movement: Static shot.

Subtitle: {Elsa:I can hear it again... the voice.
It's calling me.}

.

Scene 1 -Shot 3

Plot: A wide shot reveals the enchanted forest
bathed in ethereal light. Glowing plants and
shimmering air create a magical atmosphere,
emphasizing the vastness and wonder of the
setting.

Involving Characters:

Shot Type: Wide shot.

Camera Movement: Static shot.

Subtitle: {}

Scene 1 - Shot 4

Plot: Anna and Elsa continue their
conversation, now focusing on the maps. They
lean over a large map, pointing out key
locations and discussing the route.

Involving Characters: Elsa, Anna.

Shot Type: Medium close-up.

Camera Movement: Dolly-in.

Subtitle: {Anna: This path should lead us to
the mountains. Elsa: Let's mark it clearly.}

Scene 1 -Shot 6

Plot: Anna, Elsa and Kristoff set out through a
dense forest, their travel gear visible. Wide
shot emphasizes the vast and challenging
landscape they face.

Involving Characters: Elsa, Anna, Kristoff.
Shot Type: Wide shot.

Camera Movement: Static shot.

Subtitle: {Anna: Here we go, everyone. Stick
together. Kristoff: Stay close, it's easy to get
lost here.}

Scene 1 - Shot 7
Plot: A tracking shot of Elsa and Kristoff
leading the way into the forest. The forest is
dense and mysterious, with tall trees and a
thick canopy. The sky is partly cloudy, casting
dappled sunlight on the ground.
Involving Characters: Elsa, Kristoff.
Shot Type: Tracking shot.
Camera Movement: Dolly-in.
Subtitle: {Elsa: Let's go, everyone. Stay close.
Kristoff: Right behind you, Elsa.}

Scene 2 - Shot 1

Plot: Wind whips the hair of Anna across
faces, prismatic storm light slicing diagonally
through frame.

Involving Characters: Anna

Shot Type: Medium Shot.

Camera Movement: Handheld shaky pan
following debris.

Subtitle: {}

Scene 2 - Shot 4

Plot: Wide shot of Anna and Elsa surrounded
by the ancient trees and historical artifacts.
Involving Characters: Elsa, Anna.

Shot Type: Wide Shot.

Camera Movement: Pull away.

Subtitle: {Anna: Understanding the past is key
to moving forward. Elsa: We must learn from
these stories.}

Scene 2 - Shot 5

Plot: Elsa and Anna stand in awe as mystical
lights dance around them, casting ethereal
glows and revealing ancient symbols.
Involving Characters: Elsa, Anna.

Shot Type: Close-up.

Camera Movement: Slow-motion.

Subtitle: {Elsa: Do you see that? It's like they're|
speaking to us. Anna: I've never seen
anything like it.}




O3Byu4Ka

Input: Script Synopsis and Character Bank (Image,Audio Sample, Name)

Process with MovieAgent (GPT4-o + ROICtrl + VALL-E X + Mango Talking Human)
Output: Multi-scene, multi-shot videos with a coherent narrative, synchronized
audio.

Scene 6 - Shot 2
of Anna and Kristoff sharing a meal with representatives, smiles

Scene 1 -Shot 1

Plot; Elsa stands alone in her ice dress, listening to a mysterious, ethereal vaice
poks towards the distant

Plot: Group shot
Her expression s 3 mix of curiosity and concern as she I and nods exchanged as they reach 3 moment of understanding
horizon Involving Characters: Kristoff, Anna
(Involving Characters: Elsa Anna: We can learn so much from each other. We just need to listen and
Subtitle: work together,

Elsa: | can hear it gamn the voice, It's r_.ullu‘.!_; me. | have 1o follow it... | have Kristoff: Anna., this is dangercus. Are you sure about this?
Anna: | know it won't be easy, but we can’t turmn back now. Trust me, Kristoff

Kristoff:You nev

10 know the truth

stop surprising me.., Okay, | trust you
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— —
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> 0:00/0:07
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Target Speech

VALL-E X Acrto Codes Decoder

(Cross-Lingual VALL-E) | '
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Source Speech

Sourge Text Target Text

https://github.com/Plachtaa/VALL-E-X
(He-aBTOpCKas peanusauus, T.K. MS He BbinycTuna Koa)

Create Al Talking Photo Online Free

https://mangoanimate.com/
(Kntanckui Al ctaptan)



https://github.com/Plachtaa/VALL-E-X
https://mangoanimate.com/

3D




['eHepauunsa 3D cueH

i

Input Text

—_—

“A living room has a W
coffee table
basket on it, a wooden
Sloor,a T

stand, a

on top of the TV, and a
sofa with an astronaut
sitting on it.”

with a

onaTV

J

—_—

s
Instance-level
Diffusion Prior

= -

.é. Tl'tmml' ik

LLMs

———f

Ly = (xi vz hiowi b ki, ¢4, Gi)

\\,"’

— -

208 .
"Scene-level

Text-to-3D

Generation Adaptive

Geometry Control

.

coffee table

Wealley fTloor

astronaus

l TV stand
Layout Refinement * ~, ' J‘

caffee table = sofa
enodenglaor

Diffusion Prior

/\

Global Scene Optimization

https://gala3d.github.io/

61

i

Generated 3D Scene
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AnyHome (ECCV2024) — npumep SOTA reHepauunm
CLeH
\ “There are three  “The trash caw is

beds in the placed vext +o the
bedroom.” rdroloa‘”

“A modern house featuring a mivimalist
design with blue marble accent. T+ includes a
dedicated music room and a computer room. ”

“Place the lamp,
which is currently
| vext to the sofa,

at the front.”

(a) Open-vocabulary Generation (b) Zoom-in (c) Text control  (d) User control

https://ivl.cs.brown.edu/research/anyhom

e 2 (&) NIRI


https://ivl.cs.brown.edu/research/anyhome
https://ivl.cs.brown.edu/research/anyhome
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(a)

Fig.6: Diverse Scene Results. Four distinct scenes generated for the
prompt "A one-bedroom, one-bathroom haunted house featuring dark wood and
antique furnishings." AnyHome produces houses with diverse floorplans, room

types, room layouts, objects and textures. é) A1
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[ eHepaTMBHblE MOAENN 00s13aHbl CBOMM YCMEXOM BO3MOXHOCTM
npenoby4vyeHns Ha 6onbWMX 0OBbEMAX Hepa3MeYeHHbIX OaHHbIX

Ecnun mHOXecTBO cnocobos ncrnons3oBatb bAM anga reHepauun gaHHbIX

BAM moxeT 6bIThb YyHMBEpParbHom ocHoBou (universal backbone) ans
reHepaunm mynbTUMoAdarnbHbIX AaHHbIX, HO €CTb CIIOXXHOCTU C pa3HbIMU
TpeboBaHNSMN KOOANPOBLLWKOB/OEKOANPOBLLNKOB OS19 MOHUMaHUA KapTUHOK U
ans nx reHepaymm

BAM no3sonsaT 4eKOMNO3MpPOoBaTb U packpbiBaTb 3anpochkl NOfb30BaTENS,
0ob6aBnaAst UM HYXKHY0 AeTanmaaumio u nogpobHOCTb

KayecTBO reHepaTuUBHbIX MOAENEN 3aBUCUT OT KayeCcTBa TEKCTOBbLIX ONMCaHUN
OaHHbIX, U BBAM no3BonsaoT creHepupoBaTh XOpPOLUME ONMUCaHUS

BEAM Takke no3BonsT OUeHMBaTL pe3yrbTaT reHepauum n otompartb
XopoLune npmmepsbl a4na obyvyeHns 1 HaCTPOUKK
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