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In Ghibli style



Что лежит в основе мощи GenAI?

• Достижения БЯМ (GPT), генерации картинок, видео и 3D моделей 

(Stable Diffusion, Flux, Sora, …) можно объяснить масштабному 

генеративному предобучению



Технологические волны предобучения



Генерация изображений

Single domain -> Open Domain -> Free-form / Interactive



Рост параметров моделей



Рост параметров моделей



Интеграция моделей

БЯМ / ВБЯМ

• GPT4

• LLaMA

• LLaVA

Text2Image

• StableDiffusion

• FLUX

Text2Video

• VideoCrafter

• ModelScope

• AnimateDiff

• Open-Sora

• Cogvideo

• Масштабное предобучение помогло генеративным моделям во всех 

модальностях

• Как их можно интегрировать? Как БЯМ / ВБЯМ могут помочь 

генерации в других модальностях?



Общая схема генерации и место БЯМ

Unified backbone

Text ImageT2I Evaluation Quality Score

Dataset Captioner

Conditioner EvaluatorPlanner

Tool X

Tool X

Tool X

Tool X

Tool X

Tool X

Agent



Место БЯМ в генерации

• Unified backbone

• Planner

• Captioner

• Conditioner

• Evaluator

• Agent



БЯМ как универсальная основа



БЯМ как универсальная основа

• Все модальности удобно отобразить в пространство дискретных 

токенов

• Воспользуемся архитектурой БЯМ для предсказания следующих 

токенов

(2023-12) VideoPoet: A Large Language Model for Zero-Shot Video Generation [ICML 2024]

https://research.google/blog/videopoet-a-large-language-model-for-zero-shot-video-generation/


Схема VideoPoet

(2023-12) VideoPoet: A Large Language Model for Zero-Shot Video Generation [ICML 2024]

https://research.google/blog/videopoet-a-large-language-model-for-zero-shot-video-generation/


Схема VideoPoet

• Авторегрессионно предсказываем токены

• Декодируем их с помощью доменных декодеров

(2023-12) VideoPoet: A Large Language Model for Zero-Shot Video Generation [ICML 2024]

https://research.google/blog/videopoet-a-large-language-model-for-zero-shot-video-generation/


Токенизаторы и де-токенизаторы

Чтобы БЯМ было удобнее работать с картиночными токенами, они должны ) 

иметь (1) 1D casual зависимость (2) высокоуровневую семантику

(2023-10) Making LLaMA See and Draw with SEED Tokenize [ICLR 2024]

https://ailab-cvc.github.io/seed/seed_llama.html


Токенизаторы и де-токенизаторы

• Схема SEED

(2023-10) Making LLaMA See and Draw with SEED Tokenize [ICLR 2024]

https://ailab-cvc.github.io/seed/seed_llama.html


Токенизаторы и де-токенизаторы

• Примеры работы

(2023-10) Making LLaMA See and Draw with SEED Tokenize [ICLR 2024]

https://ailab-cvc.github.io/seed/seed_llama.html


(2023-10) Making LLaMA See and Draw with SEED Tokenize [ICLR 2024]

https://ailab-cvc.github.io/seed/seed_llama.html


Двухголовый Янус от DeepSeek

Одна голова хорошо, а две – лучше!

(2025-01) Janus-Pro: Unified Multimodal Understanding and

Generation with Data and Model Scaling

https://github.com/deepseek-ai/Janus
https://github.com/deepseek-ai/Janus


БЯМ-планировщик



БЯМ-планировщик

• Layouts/Bounding boxes 

for spatial location 

planning

• Semantic descriptions

• Motion descriptions for 

temporal planning

• Patch descriptions for 

Image scale planning

• Entity descriptions for 

character/object design 

across different video clips



Планирование пространственного расположения

• Проверка правильного количества объектов

[NeurIPS 2023] LayoutGPT: Compositional Visual Planning and Generation with Large Language Models



Планирование пространственного расположения

• Обеспечение правильного взаимного расположения объектов

[NeurIPS 2023] LayoutGPT: Compositional Visual Planning and Generation with Large Language Models



Планирование пространственного расположения

[NeurIPS 2023] LayoutGPT: Compositional Visual Planning and Generation with Large Language Models



ROICtrl

Управление пространственным размещением объектов при генерации

(11.2024) https://roictrl.github.io/ 

https://roictrl.github.io/


От ROI Align к ROI Unpool

(11.2024) https://roictrl.github.io/ 

https://roictrl.github.io/


Декомпозиция на сцены

(2024-01) VideoStudio: Generating Consistent-Content and Multi-Scene Videos [ECCV 2024]

• Декомпозиция промпта на несколько промптов

https://vidstudio.github.io/


Архитектура системы (уже фактические агент)

(2024-01) VideoStudio: Generating Consistent-Content and Multi-Scene Videos [ECCV 2024]

https://vidstudio.github.io/


Иерархические промпты

(2024-09) HiPropmt : Tuning-free Higher-Resolution Generation with Hierarchical MLLM Prompts

https://liuxinyv.github.io/HiPrompt/


Иерархические промпты

(2024-09) HiPropmt : Tuning-free Higher-Resolution Generation with Hierarchical MLLM Prompts

https://liuxinyv.github.io/HiPrompt/


Генерация текстовых описаний с БЯМ



Генерация текстовых описание

• Альтернативые и 

«человеческие» 

описания очень 

простые и шумные

• Люди обычно не

описывают положение 

объектов, важные 

части (например, 

раковину на кухне), 

текстуры и т.д.

• VLLM можно обучить 

очень 

детализированным 

описаниям 

изображений

Improving Image Generation with Better Captions (DALL-E 3) 

https://cdn.openai.com/papers/dall-e-3.pdf


Профит от хороших описаний велик

Improving Image Generation with Better Captions (DALL-E 3) 

https://cdn.openai.com/papers/dall-e-3.pdf


ShareGPT4V датасет

(2023-11) ShareGPT4V: Improving Large Multi-Modal Models with Better Captions

https://sharegpt4v.github.io/


ShareGPT4V датасет

(2023-11) ShareGPT4V: Improving Large Multi-Modal Models with Better Captions

https://sharegpt4v.github.io/


ShareGPT4V датасет

(2023-11) ShareGPT4V: Improving Large Multi-Modal Models with Better Captions

https://sharegpt4v.github.io/


ShareGPT4V датасет



Влияние датасета на качество ВБЯМ

(2023-11) ShareGPT4V: Improving Large Multi-Modal Models with Better Captions

https://sharegpt4v.github.io/


ShareGPT4Video

(2024-06) Improving Video Understanding and Generation with Better Captions

https://sharegpt4video.github.io/


ShareGPT4Video

(2024-06) Improving Video Understanding and Generation with Better Captions

https://sharegpt4video.github.io/


ShareCaptioner-Video

Обучаем свою модель ShareCaptioner-Video и размечаем ею другие датасеты

(2024-06) Improving Video Understanding and Generation with Better Captions

https://sharegpt4video.github.io/


Пример генерации видео

The video captures the spectacle of a continuous 
fireworks show against the backdrop of a starry 
night sky. It commences with a burst of vibrant reds, 
greens, purples, and yellows that paint the heavens 
and cast shimmering reflections upon the water 
below. As the display progresses, the fireworks 
evolve, transitioning from the initial array to a focus 
on radiant oranges, yellows, and fiery reds. These 
explosions form captivating clusters at the heart of 
the sky, ascending in breathtaking formations 
accompanied by trailing plumes of smoke, adding a 
dramatic flourish to the visual narrative. Throughout 
the duration, the fireworks maintain their dynamic 
allure, their patterns and positions evolving to 
underscore the ongoing spectacle. Meanwhile, the 
mirrored reflections on the water's surface faithfully 
echo the colors and shapes above, further 
enhancing the mesmerizing and ever-changing 
nature of the display.



Обуславливание (Conditioning) через БЯМ



Let’s Tango!

(2023-04) Text-to-Audio Generation using Instruction-Tuned LLM and Latent Diffusion Model

https://tango-web.github.io/


Тюнинг Tango в Tango2

(2024-04) Aligning Diffusion-based Text-to-Audio Generations through Direct Preference Optimization

• Берём базовую TANGO

• Делает пертурбацию 

промптов

• Генерируем варианты 

аудио

• Сортируем их по качеству с

помощью внешней модели

• Тюним Tango c помощью 

DPO

https://tango2-web.github.io/


БЯМ как оценщик



БЯМ как оценщик

Используем БЯМ для генерации вопросов про изображение 

(2023-11) DreamSync: Aligning Text-to-Image Generation with Image Understanding Feedback

https://arxiv.org/abs/2311.17946


Оценка изображения через ВБЯМ

(2023-11) DreamSync: Aligning Text-to-Image Generation with Image Understanding Feedback

(2023-03) VILA: Learning Image Aesthetics from User Comments with Vision-Language Pretraining –

VLM, похожая на CLIP, обученная на поднаборе LAION и датасете AVA в 250К изображений,

размеченных оценками и комментариями по качеству

PaLM

https://arxiv.org/abs/2311.17946


Цикл обратной связи

(2023-11) DreamSync: Aligning Text-to-Image Generation with Image Understanding Feedback

https://arxiv.org/abs/2311.17946


Итог – улучшение качества генерации



Агенты БЯМ



LLM как агенты для генерации

• Cмысл агентов – справится со сложными задачами и сложными 

инструкциями пользователя, решая задачу «под ключ»

• Complex content: 

• “An oil painting, where a green vintage car, a blue scooter on the left of it and a 

black bicycle on the right of it, are parked on the road, with two birds in the sky.” 

• Multiple objects; Attribute binding; Position relationship; Object quantity; 

• Multiple-task / Multi-modal system: 

• “Can you generate a video of a car running on the road” [Video Generation] 

• “Can you generate the corresponding sound” [Video-to-audio Generation] 

• “Can you modify the car into a big blue truck” [Video Editing]



ControlLLM

(2023-10) ControlLLM: Augment Language Models with Tools by Searching on Graphs



Растекаться мыслью по графу



Movie Agent

(2025-03) MovieAgent: Automated Movie Generation via Multi-Agent CoT Planning https://weijiawu.github.io/MovieAgent/

https://weijiawu.github.io/MovieAgent/






Озвучка

https://github.com/Plachtaa/VALL-E-X

(не-авторская реализация, т.к. MS не выпустила код)

https://mangoanimate.com/

(Китайский AI стартап)

https://github.com/Plachtaa/VALL-E-X
https://mangoanimate.com/


3D



61

Генерация 3D сцен

https://gala3d.github.io/

https://gala3d.github.io/​
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AnyHome (ECCV2024) – пример SoTA генерации 

сцен

https://ivl.cs.brown.edu/research/anyhom

e 

https://ivl.cs.brown.edu/research/anyhome
https://ivl.cs.brown.edu/research/anyhome
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Декомпозиция задачи

Усложняем декомпозицию задачи, за счёт этого упрощая подзадачи и получая 

возможность активнее задействовать существующие модели 

Эгоцентричный вид позволяет задействовать 2D модели активнее, а не только 3D 

модели

Больше возможностей для управления (control), уточнения (refinement), и 

редактирования (editing), т.к. больше ручек и прозрачнее воздействие ручки на 

результат
https://ivl.cs.brown.edu/research/anyhom

e 

https://ivl.cs.brown.edu/research/anyhome
https://ivl.cs.brown.edu/research/anyhome
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Схема работы подробнее

https://ivl.cs.brown.edu/research/anyhom

e 

https://ivl.cs.brown.edu/research/anyhome
https://ivl.cs.brown.edu/research/anyhome


65

Примеры результатов и вариабельность



Резюме

• Генеративные модели обязаны своим успехом возможности 

предобучения на больших объёмах неразмеченных данных

• Если множество способов использовать БЯМ для генерации данных

• БЯМ может быть универальной основой (universal backbone) для 

генерации мультимодальных данных, но есть сложности с разными 

требованиями кодировщиков/декодировщиков для понимания картинок и 

для их генерации

• БЯМ позволяют декомпозировать и раскрывать запросы пользователя,

добавляя им нужную детализацию и подробность

• Качество генеративных моделей зависит от качества текстовых описаний 

данных, и ВБЯМ позволяют сгенерировать хорошие описания

• ВБЯМ также позволяют оценивать результат генерации и отбирать 

хорошие примеры для обучения и настройки   
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