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AHTOH KOHYLUWH



[ToHaTne o 3D 3peHun



UTO Takoe KoMMnbTEPHOE 3peHNE?

3apada 3peHuns: NoHATb, YTO HAaXOAUTCA Ha
N300paxxeHnn

KoMmnbroTepHoe 3peHune: nocTpoeHme
KOMMbIOTEPHOW MOAENIN CUCTEMbI 3PEHUS

KomnbloTepHoe 3peHue — yactb obnactu
NCKyccTBeHHoro nHtennekra (Al)

— TecT TbrOpUHra gnsa KOMMNbLIOTEPHOro 3pPeHUs:
e “-“‘;'- 3 OTBETUTHL Ha NMOHOK BONPOC NPO N300pakeHnun, Ha
- !
KOTOPbIN MOXET OTBETUTb YETOBEK.
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Source: S. Narasimhan



Uto u roe? (CemaHTU4ecKoe 3peHne)

BuigeneHne oobLeKToB

" \
JIuno Tekct

Ye1oBek

g rlh:(’;:
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rl { . Hnuo

o /8t 4 )

Heobxonumo onpez[eJme €CTh JIU Ha U300pKEHUH 061:61(1‘51 3aJaHHOTO
THIIA U €CJIU J1a, TO OMPEACIUTD UX MOJ0KESHHE



Kakoun doopmbl? (MeTpuyeckoe 3peHue)

‘o o

3-X MepHas PeKOHCTPYKLMA NO N30OpaxKeHaIM




3D 3peHue

3D 3peHune = MeTpunueckoe 3peHne + CemMaHTUYeCcKoe 3peHune

2D petekums

3D petekums




Kak nony4atb MHdopmauymio o 3D?



3D peKoOHCTPYKLUUA NO N300pakeHUsaM

Habop n3obpaxxeHuni TpéxmepHas (3D) mogernsb

[Mpnmep 3agayvn: noctpoeHne 3D moagenu peanbHOro oobekTa
no Habopy dpoTorpadun N3 NHTEPHeTA

Source: Agarwal et. al. Building Rome in a Day. ICCV 2009



https://grail.cs.washington.edu/rome/rome_paper.pdf

[TpMepbl PEKOHCTPYKLUA

Dubrovnik, Croatia.

# images downloaded: 57,845

Size of largest connected component: 4,619
# points: “2M

# observations: ~11.3M

Time: 18 hours




yOPOBHUK




NcTo4YHMKM aaHHbIX — RGB nsobpaxkeHus

[Tpumep peKOHCTPYKITMK ¢ TTOMOIIBI0 MeTooB Structure-from-Motion (SfM)



CeHcopbl rmybuHsl (Depth Camera)

Texuomorus koMmanuu PrimeSense, auieH3upoBaHHAS
Microsoft n peanm3oanHas B kamepe Kinect for Xbox 360
("Project Natal")

"VMHaa" cTpyKTypHas MOJCBETKA B BUE
Habopa MATEH 110 XUTPOMY I1a0I0HY.

of Flight kameps1



https://en.wikipedia.org/wiki/PrimeSense
https://en.wikipedia.org/wiki/Kinect

KapTtbl rmyouHbl (Depth Maps)

CeHcopbl rnyounHbI N300paxeHune Kapta rnybuHbl

- Kapta rnybuHbl — nsobpaxeHue ¢ 1M KaHanom, B KOTOPOM 3anmncaHbl PacCTOAHUA 0
onmxanwero obbekTa CueHbl
« YacTo 06beanHsT ¢ RGB n3sobpaxeHuem, nonyvaetca RGBD nsobpaxeHune

« MoxeM ncnonb3oBaTtb 00bl4HbIE METOALI 00OPabOTKN N30D0paKEHUI



JlazepHble ckaHepbl

Scanner positions




Obnaka To4yek

Obnaka To4ek 0bbI4HO nony4yarTcA
(“acquired”) npoueccom, NoAOOHbLIM
NOSTy4EHUIO N300paKeHUN

Hanpumep, lidar ctpont «naHopamy»
OKpY>KaloLleNn CLeHbI

Ho ObiBaeT yoobHO «3abbiTb» Npo
NCXOAHY0 Npupoay 34 To4ekK

Kaxxgomy nmkcerso n3odpa)keHus ¢
rmyoOnHOW Mbl MOXXEM cornocTtaBnTb 3/
TouKy. MHOXXECTBO nuKkcernen gact obnako
TOYEK

Mbl MOXeM 00beANHUTE MHADOPMAaLUIO C
pasHbIX pakypcoB B ogHO obLliee obnako
TO4ekK



3D 3agayu n gataceThl



3D Captioning

BLIP2
(1-view)

a green monster ablack and white  a black and white image a fish swimming a sculpture of a

ageenbaseballbell Lo big eyes image of acube  of a room with furniture in the water monkey's head

Cap3D ... a mix of a frog, teddy bear, and monster a small room featuring a bed, desk with computer, 3D sculpture of an orangutan head with a
(8-views) with big eyes and red or pink eyes. chair, bookshelf, and bathroom sink. hat, accompanied by a pelican and a fish.

Aturquoise-colored 3D character with Monochromatic 3D model of a room interior featuring atwo- A 3D sculpture of a gorilla's head with

Ours stylized feline features, prominent eyes, 90°T cabinet, a central coffee table, a bed with pillows, a side  realistic texturing in shades of gray and
(6-views) whlmsical pnl:kfaclatr;wﬂdngs and = chair, a trash bin, and a wall-mounted bookshelf with books,  brown, featuring detailed facial attributes,
: AR IR R A all rendered in grayscale with solid and shaded surfaces ‘expressive eyes, and a distinctly modeled
zipper-like teeth detail. DL oe ; e
suggesting lighting effects. facial structure.

Knaccndumkauma o0bekToB — CNULLKOM TpUBManbLHO, No3ToMy HadyHEM ¢ 3D captioning!

https://cap3d-um.qgithub.io/ (NeurlPS 2023)



https://cap3d-um.github.io/

SUN RGB-D Benchmark (2015)

Scene Classuﬁcanon Semantic Segmentation

D
t‘,?"*}
Fef

=R 6

!

Room Layout Detection and Pose Total Scene Understanding

4 pasubix kamepsl, 10,000 RGB-D n3o6paxkenuti (pazmep kak y PASCAL VOC), 58,657 3D bounding
boxes

S. Song, S. Lichtenberg, and J. Xiao. SUN RGB-D: A RGB-D Scene Understanding Benchmark Suite, CVPR2015



https://rgbd.cs.princeton.edu/paper.pdf

3D Detection

"

Total Scene Understanding

Area of Overlap
loU =
- -

Pesynwrar - 3D bounding box

BapwmanT 1 - AXis Aligned bounding
box

Bapmant 2 - Oriented bounding
DOX (HOBEPHYTHIN B INIOCKOCTH 3€MJIH )

Ouenka cosraneuus ¢ GT - Intersection
over Union (loU)

Orenka kauecTBa aereknuu - mAP @
0.25-0.5 loU



3D CemaHTu4yeckaa cermeHTaumus

Clutter
Bl Ceciling
I Floor
B Wall
B Beam
B Column

N Window

Door
Chair
Table
B Bookcase
BB Sofa
B Board




3D Instance & Panoptic Segmentation

* Instance segmentation -
pa3MeTKa obJiaka
TOYEK METKaAMH OTIEJIbHBIX
AK3EMILISIPOB
o0nekToB (Instance)

 Panoptic segmentation -
ABOMHAs pa3MeTKa o0Jiaka
TOYECK U METKaMU YK3EMILISIPOB,
1 METKaMU KJIACCOB OOBEKTOB




Stanford 3D Indoor Scene Dataset (S3DIS, 2016)

Entire Area Sample Scan

Ham 2D RGE Mesh

3D Semantws

3D Mesh k 3D Semantics )

floor wall column [ door uble [l chair l]  board Jl sofa [} bookease [l clutter

Ares | Areal Area 3 Aread Area & Aren 6

ceiling foorfli wolll] colom ] beom@ll window [l dow|ll  ubicll]  cduirl]  bookcacl] sofn ] boand ] clutter

3D pEeKOHCTPYKIMA CIIEH, 00JI1aKa

TOYEK, pa3METKa CEMaHTUKH
6 0OJIBIIINX CIICH

Armeni et.al. 3D Semantic Parsing of Large-Scale Indoor Spaces, CVPR 2016



https://openaccess.thecvf.com/content_cvpr_2016/papers/Armeni_3D_Semantic_Parsing_CVPR_2016_paper.pdf

ScanNet (2017)

RGB-D Scanning 3D Reconstruction Segmentation Semantic Labeling  Retrieval + Alignment

LopE.

\ﬂﬂ U
Crowd- Y
sourcing

#

Upload | @

silafais it ki3 ta i e Bnen

Annctated: 53.25%

e 1513 cxanoB, 700+ momemieHnii, Oojee
2.5M RGBD kaapos

e Bce BuIBI JaHHEBIX BBUIOKEHEI, POINt
cloud, cemanTndueckas u Instance pasmeTka, U T.I.

* Hcnonp3yeTrcs U Kak OeHUMapK, U KaKk 00yJarolni
Ha0OP JJ151 OOIBIIIMHCTBA METO/IOB

http://www.scan-net.org/



http://www.scan-net.org/

3agayum 2D n 3D Visual Grounding

T -g) Close-up gu . A S
E -y 3 tfﬁ’

Query: It is a L shaped couch in

Cas o
w5 IF
.

| A $a o " | | front of a brown entertainment

S L e, = | center.
Query: first giraffe on left Sl — —

-t < N = D APy =

INlokanunsayma obbekTa No TEKCTOBOMY ONMUCaHUIO
(MynsTMMOAanbHas 3agaya)



ScanRefer (2020)

‘; )

It is a dark blue couch in the k- : aJ ‘

This is a long bar table behind

center of this room. . stools.

There is a brown wooden desk in
the corner of this room.

This is a bed with blue sheets near
the desk.

https://daveredrum.qgithub.io/ScanRefer/ (ECCV 2020)

51,583
TEKCTOBbIX
ONMCaHun ana
11,046 ob6beKkTOB
800 ScanNet
cLueH

PasmeTKa
BPYYHYIO Yepes
Amazon Turk
[lpoBepKa
CTYAEHTAMU —
HYXXHO HaWTwn
0b6BbEKT Mo
ONUCaHUIo


https://daveredrum.github.io/ScanRefer/

3D Question Answering

Question + 3D-Scan

3D Scan

Answer + 3D-Bounding Box

Q. Where is the medium sized
blue suitcase laid?

the tv and the wooden chair?

Q. What is sitting on the floor between

A. 2 black backpacks

Pacwuperune 3D Visual
Grounding

Hy>XHO OoTBeYyaTb Ha BONPOCHI
O CBOMCTBaxX 06bEKTOB,
OTHOCUTE/IbHOM
PACMONOXKEHNN, HAXOAUTb
rpynnbl OO beKToB U T.A.
OTBeT ObIBaeT TEKCTOBLIN, U
TekcT + 3D bbox ob6bekToB



3D-QA Datasets Type Question Collection Answer Collection Environment Photorealistic 4 3D Scenes
IQUAD Interactive Template-based Template-based AI2THOR No 30 rooms
EQA Navigation Template-based Template-based HousedD No 588 scenes
MP3D-EQA Navigation Template-based Template-based Matterport 3D Yes 144 floors
MT-EQA Navigation Template-based Template-based House3D No 588 scenes
ScanQA dataset 3D Scan AutoGen+HumanEdit Human ScanNet Yes 800 rooms
Table 1. Comparison of 3D question-answering datasets.
80 of Split # Question  # Unique Question  # 3D Scenes
v A: Train 25,563 20,546 562
R 000 Val 4,675 4,306 71
< < = '
R Test w/ objects 4,976 4,552 70
Uniderspecified Giisstions Test w/o objects 6,149 5.484 97
. TG 9
Q: What is in the corner? Total 41,363 32.337 800

- Several objects at corners!

Q: What color is the chair?
- Three chairs at the scene!

Valid questions

Q: What is over the chair beneath the blackboard?
- Answer: jacket

Q: What color is the office chair next to the desk with a monitor?
- Answer: green

Table 2. ScanQA dataset statistics.

ScanNet + ScanRefer + nopa3meTka

https://github.com/ATR-DBI/ScanQA (CVPR 2022)



https://github.com/ATR-DBI/ScanQA

SceneVerse (2024)

Sub-graph Context

e o
{ "scene_type": 'Bedroom’, * o
‘objact_count”: {nightstand"2, .}, °
‘redation”; {'nightstand’, 'on’, floor?, 3D Sub-graph

{'backback’, in front of’, bed}, ...}

Summary&)
Prompt: Provide a summary for a scene from a given scene
graph delimited by tnple backbcks, ...
Response: In this bedroom, there are two nightstands, ,
The backpack is in front of the nightstand as well. The room
appears to be functional, with the nightstands providing storage
space and the telephone for communication,

~ Object Caption

MultiScan ARKitScenes

ProcTHOR Stru

clured3iD

ProcTHOR (36K)

B ARKItScenes (4K)

— HM3D (2K)
e ScanNet (1K)

s 3RScan (1K)
s MultiScan (0.2K)

LLM-refined (1M)

Template-based (1M)
Structured3D (21K)

Annotated (19K) 2220

BLIP2 Captions
1. A bed in a hotel room, (0.85)
2. A white comforter on a bed, (0.83)
3. A bed with a striped comforter. (0,83)

Multiview Images

N A picture of cat. (0.63)

Summary &)
Prompt: Summarize the captions below. The summary
should be a description of the {cbject). Focus on the {object)'s
attributes, like color, shape, material, etc
|dentify and correct the potential errors |,
Response: The bed is in a hotel room with a striped

comforter. It has a white comforter and a blanket on it
The bed is also in a room with a bedside table.

( Object Referral

Relationship Triplets

1. (table’, ‘chair’, Yleft’},

2. {'bed", ('lamp’, 'mini fridge'), between’)
Template-based Referral

1. The table is to the left of the chair.

2. IU's a bed in the middle of a lamp and the mini fridge.

Rephrasing &

Prompt: Rewrite the following sentence using cne random
sentence structure. Focus on the location and relationships
about the ({target_object}, ..

Response:

1. The table is situated to the ieft of the armchair.

2. The bed occupies the space between the lamp and the

K minl fridge, creating a cozy atmosphere

« OObeanHeHWe gaTtaceToB + reHepaumsa pasnnyHbIX TEKCTOBbLIX OnNnMcaHum no wabnoHam n LLM

*  MoxHo 00yunTb MOLWHYO Mogens ans 3D Visual Grounding

https://scene-verse.qgithub.io/ (ECCV 2024)


https://scene-verse.github.io/

Cymmunpyem 3agayn

3D classification & 3D object / scene captioning
3D detection

3D semantic segmentation, 3D instance segmentation, 3D panoptic
segmentation

3D visual grounding kak pa3sutune 3aga4ymn 3D detection

3D Question Answering



BuayarnbHblie 00rblUME A3bIKOBbIE MOAENN



3D-LLM (IepBaga LLM gna 3D)

\

Direct Reconstruct

. > G

2D lr.nage Point Cloud

gradSLAM

—

Neural Field

Y l'

J

3D Feature Question
Please tell me
where is the chair?
_ S %
v \ 4
& 3D LLM
r \ - \
Percelver Unified Vocab.
L ) B -
l <img> <locl> <loc2> ... <loc64>
e 3
i . -
LLM ;
K J \what is the a .. bed )
&
v
-

NG

Answer: The chair is located at <loc3><loc56><loc34>.

BaxkHo — npoeunposaHue CLIP npusHakos B 3D, gononHeHue doudy positional embeddings &

location tokens

https://github.com/UMass-Embodied-AGI/3D-LLM (NeurlPS 2023)



https://github.com/UMass-Embodied-AGI/3D-LLM

[ eHepauna gaHHbIX Anga Moaenu

(" Box-Demonstration-Instruction based Prompting
( 3D Captioning 3D Grounding ) (30 Question Answering ) Bounding-Box Context:
B P Room 1: table: [0.4, 0.1, 0.1], chair: [0.4, 0.3, 0.4]... Room2: desk: [0.5, 0.2, 0.3]
S 3 Instruction (Shortened Version):
g e i 28 You are an Al visual assistant / conversation generator / question generator in the room.
& % bt dnnamepropsbansl You need to generate a high-level task and its low-level actions/ 4-10 round conversations
= L Describe the scene ok Ieather chairs. ) | Question: Is this & famous buikding?) between a human and a robot assistant / question-answer pairs about the scene.
! { ! . Demonstration: For Room 1:
m [ 1 (0 10 B <Task Decomposition> High-Level Task: make up. Low-Level Actions: 1. go to the cabinet 2. take out
\ cosmetics from the cabinet 3. bring the cosmetics to the table with mirror 4. open the lamp 5. make up
An;::lx?«m:ﬁ::: & Answer; l:;:f:;:):ﬂ and it's <3D-Assisted Dialog> Human: Bring me a toothbrush. Robot: Sure! Where is it?. Human: Maybe in the sink. Robot: | have
' arrived mat the sink and find no toothbrush. | found an closed bathroom cabinet. Is it possible to contain what you need?...
L AN )L ) <QA> Question: Is there a table between the chair and the tv? Answer: Yes. Generate similar responses for Room 2.
Response : For Room 2:
( Task Decomposition ] [ 3D-Assisted Dialog ] : 3D Dense Captioning J <Task Decomposition> High-Level Task: Get ready for work. Low-Level Actions: 1. go to the toilet 2. Wash hands in the sink
E’ . cabine. 3. Gog to the mirror 4. Brush teeth and wash face 5. Turn on the lamp 6. Leave the room through the door
5 <3D-Assisted Dialog> Human: Turn on the light. Robot: Sure! Which light?. Human: The wall lamp. Robot: | have turned it
E on. Is it bright enough? Human: No. Are there other lights? Robot: | see a desk lamp.
_é‘ I'm at the bive bed X — = e )
\:eento 3‘“ o s S (1, WO oy 1. “‘;’" thelight? ) |\ Genentea “‘g‘ for the cbject. ) ChatCaptioner based Prompting é Images from different views )
'S N\ 7 3 N\
1. Go 10 the wardrobe and open it S Wb et rA tlue bed In the roam. it has ChatGPT é BLIP /\
2. Take out clothes. Py —— bm\:‘m E;!‘o:;eon ':. nlm tables Captioner Answerer
el [
5. Facing the mirror and dress. The bed bewe? there is a backpack. | Chair, desk
— — — -
( Object Navigation Y Vision-Language Navigation ) L Embodied QA __J\ Aleptop
g K A curtain Response: Here’s the description of the scene: This room
s has a work stations with a desk and a chair. The desk has
3 ot to ety 1ol o | | metroction: Go past the sofa and . - A bed a laptop on it and a curtain besides. It also has a blue bed,
£ [0 ), where shouid 1o next? ) |37 3¢ (1) Where should 1 go next? | la:'\ ; e( ::ou:m ;:'u“n:: :r ;oo;y What's the color of the bed? - a blue sofa and a kitchen counter with chairs close to it.
E v = ! . Revision based Prompting
= o iy :to-to-ll’) m.e - Context: The white chair is near the table. Instruction: Generate question answering pairs based on the caption.
L You shaudd go to (3) J 1 You should go to (2). )L shive Mgy 845t ) Qesponse: Question: What color is the chair near the table? Answer: The chair near the table is white. )

Figure 2: 3D-language data generation pipelines.



[lpnmepbl pe3ynbLTaToB

B-1 B-2 B-3 B4 METEOR ROUHE-L CIDER EM
VoteNet+MCAN* 280 16.7 108 6.2 11.4 29.8 54.7 17.3 . TorﬂaUJHme 2D MOOEeNnun
ScanRefer+ MCAN#* 269 166 116 179 115 30 55.4 18.6
ScanQA* 302 204 151 101 13.1 333 64.9 21.0 B zero-shot gatot
LLaVA(zero-shot) 71 2.6 0.9 0.3 10.5 12.3 5.7 0.0 HU3KNE pe3yribTaTbl
flamingo-SingleImage 238 145 92 8.5 10.7 29.6 52 16.9
flamingo-Multi View 256 152 92 84 113 31.1 55 18.8 ana 34 3agad
BLIP2-flant5-Singlelmage | 28.6 15.1 9.0 5.1 10.6 25.8 42.6 13.3 .
BLIP2-flant5-MultiView | 29.7 162 98 59  11.3 26.6 457 136 « LLM paet Gyct B
3D-LLM (flamingo) 0T 178 120 12 132 323 592 204 3agave 3D QA
3D-LLM (BLIP2-opt) 359 225 160 94 13.8 34.0 63.8 19.3
3D-LLM (B.LIP2-ﬂant5) 39.3 25.2. 184 12.0 145 35.7 . .69.4 20.5 . Pasm ep Modenu uMeeT
Table 1: Experimental results on ScanQA validation set. * Means the models use explicit object representations.
B-1, B-2, B-3, B-4 denote BLEU-1, BLEU-2, BLEU-3, BLEU-4 respectively. Our model outperforms all 3Ha4YeHne
baseline models for all evaluation metrics except for the EM metric.
BLEU-1 BLEU-4 METEOR ROUHE-L CIDER EM e 3D NPU3HAKN BaXXHbl
SingleImage+MCAN 16.5 0.0 8.4 21.5 38.6 15.8
VoteNet+MCAN* 29.5 6.0 12.0 30.9 58.2 19.7
ScanRefer+ MCAN#* 27.9 7.5 11.9 30.7 57.4 20.6
ScanQA* 31.6 12.0 13.5 343 67.3 23.5
3D-LLM (flamingo) 32.6 8.4 13.5 34.8 65.6 23.2
3D-LLM (BLIP2-opt) 37.3 10.7 14.3 34.5 67.1 19.1
3D-LLM (BLIP2-flant5) | 38.3 11.6 14.9 353 69.6 19.1

Table 2: Experimental results on ScanQA test set. * Means the models use explicit object representations. Our
model outperforms all baseline models for most of the evaluation metrics.



SpatialRGPT: Grounded Spatial Reasoning in Vision Language Model

@ Relative Relation : ‘{5'3 @ Spatial Reasoning

® Can you confirm if@has a greater £ ‘. A @ Can you try to estimate how many
an width compared to@? o ‘ floors are ina? Think step by step.
In fact, emight be narrower ] & The height ofcis 204.54 feet. As-

than@. suming each floor is about 10 feet
® Which of these fourra'@'@r@ is & high, the total number of floors

the tallest? b would be 20.454. Since you can’t
ﬁ@is the tallest. have a fraction of a floor, the total

® number of floors would be approxi-
From the viewer’s perspective, is the

i mately 20.
position of@closer than that of@? . % ~' ® y
I'm planning to build a bridge

No,gls closer. \ from@toa, is it possible?
. 3 o9 The distance between 9 andcis
(B) Metric Measurement i 14.82 meters, so it is possible to

build a bridge between them.

® If you are at@, where will you
® 1t you are riding a motorcycle with

find@?

@is at1 o’clock from@. 36 inches wide, do you think you
through th betw

® What is the height of e? gn a:(?séf, SRES S R 0

@15 1.38 meters tall. The distance between 6 and @ is

How far apart are@)and@hori- 38.95 inches, so yes, you can pass

zontally? through the area between eanda

since the motorcycle is narrower
than the distance between them.

They are 1533 meters apart
horizontally.

https://www.anjiecheng.me/Spatial RGPT



https://www.anjiecheng.me/SpatialRGPT

SpatialRGPT: Grounded Spatial Reasoning in Vision Language Model

They are around 45 centimeters apart.

Large Language Model

- W
A A <rgb> <depth> <rgb> A<dep'ch>

Visual Backbone -

|
/ lg RGB Connector = Depth Connector"
/| egion : 1
/|
i e/ ores Region Feature Extractor

What is the distance between and ?

Input RGB(D)
An architecture overview of Spatial RGPT. #% ¢4 denotes freezed/trainable parameters.




SpatialRGPT: Grounded Spatial Reasoning in Vision Language Model

Image Collections RGB Image - Open Spatial Dataset
E"T' : GETREAL.MB.EWELL. 4 Reasoning QA | . I_IOJ-IHOCTbl'O
AR o 8 - Template QA ‘
P LLM . aBTOMaTUYeckme

L J nenaetcsa no RGB
" - N306paKeHnsIm

- 8.7M spatial concepts
o -~ grounded in 5M unique

Open-Vocabulary | Metric Depth | Camera (> ® regions from 1M images

Detection & Seg. Estimation Calibration i o frqm Qpen Images
: : . : & o - Filtering + open-
v e A vocabulary image tagging
model + Grounding dino
Open-Vocab. 3D Scene Graph for bbox + S AM-HQ for
4 segmentation

Point Cloud Processing - Metric3Dv2 for depth +

Metric Depth  Pitch, Roll, Intrinsics J W||dcame_ra fO_ I camera
L l 1 +PerspectiveFields ans
The figures shows our automatic data curation pipeline using from single images. nepesoga




SpatialRGPT:

Grounded Spatial Reasoning in Vision Language Model

SSUNRCED 11 15
ARKitScenes 0

o vy petrien % §

sxirn

o S % N &if

Wnl 104
107 Doretig
m 120

%.Oﬁ f

Our SpatialRGPT-Bench includes 657 qualitative and 749 quantitative VQA pairs, covering 88 distinct classes.

' lllllllllllllllnnllnlmm._m

S T

"y
Ll L

How tall isOm terms of height?
@ 15 4,65 inches in height

How far Iu@!mmommlnnmllv? Could you tell me the vertical size nlo’

om-‘lo.\rv 31.21 feet apart borizontally, 0 &= 167 feet lall

In the position udmlcss distant than 0‘

Doss @have a lessor width compared to §)?

Duﬂmhu\'u a laryer size compared loo.’
Cum'd.o is larger in size lh.m04 Nuy, Ois not thinner '.hano. Nao

Samples from our SpatialRGPT-Bench,

Below/ Left/ Big/ Tall/ Wide/ Behind/
Method : X Avg.
Above Right Small Short Thin Front
GPT-4 64.1 428 42.8 61.6 61.6 49.0 57.8
GPT-4V 63.3 46.6 64.1 60.7 68.2 45.4 58.1
LLaVA-v1.6-34B 441 45.7 36.7 53.5 37.5 45.4 439
GPT-4V+SoM 75.0 55.2 42.4 54.4 49.0 472 543
LLaVA-v1.6- 441 40.0 33.9 473 41.3 46.3 423
34B+SoM
Kosmos-2 283 15.2 471 26.7 12.5 12.7 17.0
ReglonVlLA 30. 8 47.6 35.8 44.6 35.5 490 404
SpatialRGPT 99.1 99,0 79.2 89.2 83.6 87.2 89.8
SpatlalRGPT-Depthh 99.1 99.0 80.1 | 91.9 [ 87.5 l 91.8 | 91.7
SpatialRGPT-Bench Qualitative Results: Numbers represent success rates in percentage (1),
Method DRt Hortzomat Vertica Width Height Direction
Distance Distance Distance
GPT-4 216 | 1.29 115 | 208 330 065 | 523 052 | 481 | 1.40 | 346 | 83.7°
GPT-4V 1207 | 092 254 | 275 | 330 048 | 511 037 | 684 157 | 439  69.9°
LLavAv16-34B | 243 | 076 245 | 159 | 301 062 | 308 040 | 428 196 | 336  78.2° |
GPT-4v4SoM | 257 | 1.02 221 | 236 | 339 064 | 458 070 | 624 | 1.08 | 542 | 55.5°
LLaVA-v1.6-34B+SoM = 128 | 1.15 204 179 113 095 902 091 752 311 | 128  333°
Kosmos-2 | 405 | >10 491 | >10 | 1.89 226 | 301 542 150 | 382 | 1.86  104° |
RegionVILA | 223 [ 130 246 | 326 | 179  >10 | 368 >10 | 496 | 161 | 355 | 79.8° |
SpatialRGPT | 351 | 035 590 | 027 | 538 027 | 519 031 | 549 | 063 | 953 | 17.1°
SpatialRGPT-Depth | 412 | 033 656 025 519 027 496 031 579 061 953 154°
SpatialRGPT-Bench Quantitative Results: Numbers represent success rates within £25% of the ground-truth in

percentage (1) and absolute relative error in metric scale (1).



LLaVA-3D

(a)
3D Visual Grounding Image Captioning
Q: "A door sits partially open to the right of a wooden cabinet. to The image shows a neatly made twin bed with 8 wooden frame and a mattress covered in a dark
the doors left Is another door with a window.” Which object best blue fabric. The bed is situsted in & room with a window that is partially open, aliowing natural
matches the given description? Please provide its coordinates. light to enter. The window has a wooden frame and a white curtain that is partially drawn,
A:{1.16,0.95, 0.48,2.32, 1.10, 0.95] rovealing a glimpse of the outside,
3D Question Answering VQA 20 Visual Grounding region-level VOA OCR
The bed is in the beck left Q: The related object is located at [-0.826, 1.552, 1,153) What is
corner of the room. Itis to Q:Whatisthecolor  Q: Provide the bounding Q: Is there anything on
» : the reglon role of this object? fthe bed? 4 2 bad s tha 7 Multi-Round
the right of the window on A: The shelf is placed above the desk, making it convenient to :_ Bt:e :’:”‘:?;'g'::‘%"z';h; ::d - N:’ in tha imaga? Conversation
the/leftwail, access books and study materials, SR i e
: (b) "t () 7 (d) Training time
Py i [ 20 Image Understanding | ( 20 Image Understanding | | 3D QA /VG / Captioning |
& 3 ' ¥ + : LEO

[ Large Language Model AJ [ Lacas Language Model a ] e | 3.9X )
OO0DE ©CE00E 0E0EE-00000 eoem ‘i

2D Potch Tokens Language Instruction 20 Pat:h Tokens 30 Pcrm Tokens  Languoge Instruction
I Faster Convergence
: Image Encoder I Image Encoder l 30 P°5"'°" A
\ i Embeddlms
\ \ : P poy (e) Inference time
x " / ‘ | ouv [
NMScan OA = B 5 1
N LEO (48 | |
Sean2Cap - m LBDA l 0.3s ;
: : : i S i 4500x faster '
: —— LL3DA —— Scene-LLM LLaVA15 | e X LLavA-3D [Jozs 1
: LEO ~—— 3D-LLM —— LLaVA-3D 5'"8"3 'mase Multi-image Multimodal Observations
;= Chat3D-v2 -——— InstructBLIP : {i) LLaVA (ii) LLaVA-3D Faster Speed

https://zcmax.github.io/projects/LLaVA-3D/ (2024-09)



https://zcmax.github.io/projects/LLaVA-3D/

LLaVA-3D

3D Patch Construction

Multi-View Depths

l4

Multi-View Images

3D Positional Embeddings
yyaTtcd Yepes 2X YPOBHEBYIO
MLP

[obaBnatoTcs K npusHakam
CLIP

3D Position Embeddings

Multi-View 2D Patches

3D Patch Pooling

(VxHxWxC) (NxC)

3D Patches

[MpnmeHsieTca pooling ans
cXKaTus

MoXHO ncnosnb3oBaTb NPOCTO
voxel pooling, moxHo bonee
YMHbIN (HO CMOPHbLIN)

3D-aware Position Encoding & Decoding

[0) Location Tokens

Grounding Module % ]

[0) Text Tokens A
DDDAQL‘__]DGDDD
[ Large Language Model N
f sl t
O000000cOoeo
l Projection ' I l (0 3D Coordinate Tokens
D D D D Language [C) 3D Patch Tokens

Coordmates Instruction

« [lna 3anpocos ¢ 3D
KoopAuHaTamMu y4mMm NpocToun
TOKEHN3aTop (2-X YPOBHEBYIO
MLP)

* TOKeHbI-OTBETbI KOOpAMHAT
nekogupyem B 3D bbox



[laTaceT 1 pesynbTaThl

B ScanQA (41 K)

I MMScan QA {440 K)
B LLaVA-158K (39.5K)
SQAID (538 K)

B ShareGPT (10K)
B VQAV2 (21 K)
¥ GQA(I8K)
LLaVA-3D- OKVOA(25K)
Instruct-1M OCR QA (20 K)

SRID (115 K)
RefCOCO (12K) Multi3DRef (62 K)

VG (215K)
TextCaps (5.5K)

Scan2Cap (36 K)

g

Figure 3. LLaVA-3D-Instruct-1M. The hybrid 2D and 3D Dataset
Collection. Left: Distribution of data across categories, with the
outer circle representing all categories and the inner circle illustrat-
ing data subset distribution. Right: Detailed dataset quantities.

ScanQA (val) SQA3D (test)

8 B-4 M R EM@1 EM@1
Task-specific models
Scan2Cap [11] - - - - - 41.01
ScanRefer+MCAN [49] 55.4 79 115 30.0 18.6 -
ClipBERT [25] - - - - - 433
ScanQA [3] 649 10.1 13.1 333 21.1 47.2
3D-VisTA [53] 69.6 104 139 357 224 48.5
Task-specific fine-tuned 3D LMMs
3D-LLM (FlanT5) [16] 694 120 145 35.7 20.5
LL3DA [35] 76.8 135 159 373 -
Chat-3D v2 [17] 87.6 14.0 - - - 54.7
LEO [18] 1014 132 200 492 245(47.6) 50.0 (52.4)
Scene-LLM [15] 80 120 16.6 40.0 27.2 54.2
Zero-shot 2D LMMs
VideoChat2 [30] 49.2 9.6 9.5 282 19.2 37:3
LLaVA-NeXT-Video [26] 46.2 9.8 9.1 278 18.7 34.2
GPT-4V 59.6 - 135 334 - -
Gemini 68.3 - 11.3 354 - -
Claude 573 - 100 293 - -
LLaVA-3D 91.7 145 20.7 50.1 27.0(45.0) 55.6 (57.6)




PaboTta ¢ CAD-moaenamu



CAD-moaenu

CAD construction process: A
Es o
e RiO
/\\L4
2 - () -D-
2 \ O /I |
—A,
Sketch 1 Extrude 1 Sketch 2 Extrude 2
Parametrized command sequence:
<SOL>1 . 0 ; Eg : (0’ Ov 07 _27 _13 07 37
Ly : (2,0) 1,0, New body, One-sided)
As: (2,2,m,1) i  (SOL)g:0
Ls: (0,2) Ryo : (0,0,1.125)
L5 : (0, 0) é Ei1 : (0, 0, 0, —2, 0, 0, 225,
(SOL)g : 0 2,0, Join, One-sided)
Rr:(2,1,0.5) | (E0S)i2:0

-> Loop - ogHa 3aMKHyTasa KpmBas
-> Sketch profile — Habop loop B ogHoM nnockocTn

- Extrude - "BbiTarmeBaHmne" B 3D ¢ kKakMm-ToO B3auMogencTBmem
c npeablgywmmm 3D doopmamu

Commands Parameters
(SoL) 0
L . ;
; i1l -
{ige) x,vy : line end-point
x,y : arc end-point
A
(Arc) « : sweep angle
f : counter-clockwise flag
R x,Yy : center
(Circle) r : radius
6, ¢, : sketch plane orientation
Px, Py, P~ : sketch plane origin
E .
(Extrude) s : scale of associated sketch profile
e1, e2 : extrude distances toward both sides
b : boolean type, w : extrude type
(E0S) 0




3agada peBepc-uHXxnHupuHra gnsa mechanical design

CyTb — NOCTpoOeHMe NOJIHOLLEHHOM KOHCTPYKTUBHOM mogdenn (CAD) BbibpaHHOM AeTanu B UHxKeHepHom M0, ¢ uenbio
NPOM3BOACTBA TOYHOM KONUM AETaNN.

PeanbHbi 06beKT 1 ero 3D ckaH LindpoBas Mopgenb u yepTex




Pesynbtat peBepc-nHXMHUPUHra n 30 peKoHCTPYKLUMS

3apa4a peBepCc-UHXMHUPUHIA NOXOXa Ha 3aaa4y 3D pekoHcTpyKumm (3D computer vision), HO UToroBaa moaenb
npeacTaBAeHa He B NPUBbIMHOM mesh, a B NapaMeTpnyeckom rpaHMYHOM NpeactaBneHmnmn B-rep natoc nowarosas
NCTOPUA NMOSIY4EHMNA STOrO NPEeACTaB/IEHNA U3 KOHCTPYKTMBHbIX OnepaLui

doTtorpadus CeTKa B-rep c uctopmemn
AeTanu NOCTpOeHus

Ba)XHO — (a) HY*XHa BbICOKAA TOMHOCTb B-rep (6) onepaumm KOHCTPYKTUBHOIO MNOCTPOEHUA MOTYT OTAIMYaTbCA MeXAay
KOHKPETHbIMU UHXKeHepHbiMM MO



PeanbHbIN NpoLecc peBepC-UHXNHUPUHTA

SN R
I:{’t’ "/S} (;"-" g
PeanbHoe L3
YCTPOWCTBO K13 S
ST
MHOeCTBa
aetaneun &5
( '. R}-‘,};

ST,
(ﬁé’ ‘:} 2
A\ O F
R 3D moaenu Bcex
,h\ Aetanen n cbopka
> B Komnac3/

- Ecnu petanb B yCTpOUCTBE, TO YCTPOMCTBO NocregoBaTesibHO pa3dbupaem Ha YyacTu, npouecc

OOKYMEHTUPYEM

- Ha petanb HaknenBatoTcsi KANMOPOBOYHbIE METKN U OHA CKaHNPYETCSH PYYHbIM CkaHepoMm B 3D
- letanb hoTorpadupyeTcs, NPOBOAATCA PyYHble N3MEPEHNS OTAENbHbIX 31IEMEHTOB (acku,

oTBepcTUs, pesvba n 1.4.)

- CkaH (Mmew) mogenu 3arpyxaetca B [10. VIHXeHep Bpy4HYIO KOHCTPYUPYET AeTarnb, YTOObI

pe3ynbTaT coBrnagan co CKaHOM
- MeHemxep Banuanpyet pesynbtaTt



[leTanb MOXeT ObITb CUINTbHO NOBPEXJEHAa
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O0O30p COCTOAHUA aKageMNYECKUX UCCreaoBaHnN @

Pasnenbl npegmeTHOM obnacTu:

1. BbeHumapku.
- JlaHHble, Ha KOTOPbLIX OLEHNBAETCHA KA4YeCTBO peLLUeHnd 3agayn.
-  MeTpuKn, KOTOpblE NCMONbL3YIOTCA AN OLEHKN Ka4ecTBa peLleHns 3agadun.
2. MeToAbl peLieHUA 3agaun
. End-2-end noaxoabl
- Komnosuuus n3a MetoaooB pelleHns otaenbHbIX nog3agad
3. [aHHble ana odby4vyeHun
- JlaTtaceTbl U3 peanbHbIX NPUMEPOB (YacTo obLure ¢ gaHHbIMK Ans 6eH4YMapKoB)
- MeToabl reHepaumn CUHTETUYECKNX JaHHbIX



[NaTtaceTbl 1 beHYMapKu

Skotch 1 Extrude 1 Sketch 2 Extrude 2

DeepCAD: A Deep Generative Network for

Computer-Aided Design Models

178,238 moneneii u3 OnShape cucremsl,
B3ATO noaMHOXKecTBO ABC maracera
8046 moneneit B OeHUMapK

ccap-ops! ] ]
Fuﬁan'sw-“ [:}—

0 3 6 El 12 15 18
Number of operation steps per CAD model

https://cvi2.uni.lu/cc3d-dataset/
https://cvi2.uni.lu/cc3d-ops/

o 37k+ monmeneit

e 2973 B 6eHUMapK

:I;Sketchl -3 !" Extrudel = :2+ sketch2 =3 [ Extrude2

https://github.com/AutodeskAlLab/Fu

sion360GalleryDataset

20,000 mozeneit u3 Fusion360

CUCTEMBI

1725 moneneit B 6eHUMapK
JIeCSITKH ThICSY MOACIICH
[IpocToit Habop onepanuit
CuHTEeTHYECKHE MOJIENIN 03 pealibHbIX
CKaHOB


https://arxiv.org/abs/2105.09492
https://arxiv.org/abs/2105.09492
https://github.com/AutodeskAILab/Fusion360GalleryDataset
https://github.com/AutodeskAILab/Fusion360GalleryDataset
https://cvi2.uni.lu/cc3d-ops/

OcobeHHOCTM peanbHbIX CKAHOB

OTCyTCTBYIOT KYCKM ITIOBEPXHOCTHU B CKAHE M3-3a OTPAHUYCHHOCTH PAKYPCOB CKAHUPOBAHUS HA
IIPaAKTHUKE



OcobeHHOCTHM peanbHbIX CKAHOB

paHOOMHbIE ObIPKX B MeLle
(Hago 3agenaTtb)

2)I Kpyrnble OblpKM B MeLLE U3-3a
MeTOK (Hago 3agenatb)

3)l HegoCKaHMPOBAHHLIE KPYrible
OTBEPCTUA B CaMOW AeTanu KoTopble
BbIMNALSAT NOYTU Kak Kpyrnble OblPKu
B MeLle (Henb3s 3adernbiBaTh)

4).L—|aCTb MeLlla NpuHagnexmT
apyron getanu

MHOXeCTBO HEOOJIBITNX apTe(HAKTOB Pa3HON MIPUPOIBI



a bk wbhE

~

AHanna onepauunn 1 CNOXHOCTHU

3tan 1: dopmoobpasytowme onepaumm

BoigpaBnuBaHue (Extrude)
BpaweHue (Revolve)

AreMeHT no TpaekTtopumn (Sweep)
ArneMeHT no cevyeHusm (Loft)
ByneBbl onepauun (Boolean)

“Onepauun 6e3 ncropun’

O4YeHb YacTo
AOBOJILHO 4YacTo
peako

3tan 2: JlopabaTbiBatowme onepaumm

OtBepctue (Hole)

dacku (Chamfer)

CkpyrneHus (Fillet)

Maccusbi (Array, Pattern)

Haanucu / rpasupoBku (Text)

Pe3bba

Mpouune aetranmn opopmneHus: “orsepcrue NOCT
14034-74” (Model 30.7), ychoBHble 0603HaYeHMA U
T. M.

NoOoUuRWNRE



[Tpnmep - BpalieHune kak doopmoobpasyollas onepauns

BuHT cepneynnka



[Tpnmepbl gopabaTbiBalOLWMX onepaumnm

Hanmuce CkpyrmieHue OtBepcTue



MeTpukun

Nsiticd Train Dataset DeepCAD Test Set Fusion360 Test Set

Name Size MeanCD| Med.CD] IoUT IR] MeanCD] Med. CD, IoUT IR]
DeepCAD [48] DeepCAD 160k 42.5 9.64 46.7 7.1 330 89.2 39.9 25.2
PrismCAD [25] DeepCAD 127k - 4.28 24 1162 - 4.75 65.3 18.0
Point2Cyl [45] DeepCAD 35k - 4.27 73.8 3.9 - 4.18 67.5 3.2
HNC-CAD [52] DeepCAD 125k - 8.64 65.3 5.6 - 36.8 63.5 7.3
MultiCAD [33 DeepCAD 160k - 8.09 - 11.5 - 42.2 - 16.5
TransCAD [12] DeepCAD 140k 32.3 4.51 65.5 1.1 78.6 33.4 60.2 24
CAD-Diffuser [34] DeepCAD 160k - 3.02 43 1.5 - 3.85 63.2 1.7
CAD-SIGNet [21] DeepCAD 160k 3.43 0.28 o6 0.9 1.37 0.48 65.6 1.6
CAD-Recode DeepCAD 160k 1.98 0.27 80.7 0.0 3.37 0.52 67.6 0.1
CAD-Recode Ours 1M 0.30 0.16 920 04 0.35 0.15 87.8 0.5

Table 1. Comparison of CAD reverse engineering methods on DeepCAD and Fusion360 datasets. Our CAD-Recode trained on the 160 k
DeepCAD dataset demonstrates an improvement over existing state-of-the-art methods both in terms of geometric fidelity and validity of
the generated sketch-extrude sequences. Our procedurally generated dataset provides a significant boost in the prediction quality.

CAD-Recode: Reverse Engineering CAD Code from Point Clouds



https://arxiv.org/abs/2504.04753

MeTpukn — Npumep pacyeTta

« CD2:4.5e-3
* loU: 0.89



MeToabl — MynsTmoaaneHble LLM

Oekopep
9
Bonbwaga A3sbikoBaa Mopgenb
3D lNpoekTop 2D lMNMpoekTop TokeHusarTop NHTepnpeTtaTop Python
™ ™ ™

import cadquery as cq
w = cq.Workplane(*XY")
w.box (50, 50,7) - union (

w.sketch() .circle (20) .circle(15,mode="s")
. finalize ().extrude(-5) )

3D mopenb YepTex Lindpoeas mopenb Kak nporpamMmma

O6HoBneHHas undposasa 3D Mmopennb

CAD-Recode: Reverse Engineering CAD Code from Point Clouds



https://arxiv.org/abs/2504.04753

[NaTtaceTbl ansa oby4vyeHus

PannoMu3npoBaHHBIA OAXOM:

CAD-Recode: Reverse Engineering CAD Code from Point Clouds

* PanmoMu3upoBaHHas TeHEpaLHs IPUMEPOB Ha
0a3e onepanuii (profile, extrude)
 [IpumMepsl HE OYEHL OCMBICIIEHHBIE

LLM-based:

Mopxon:

Bbigenutb 10-20 yacTbix TUNOB AeTaneun
[lpomTuUTb LLM, 4TOGLI NO ONMCaHUIO Knacca
aetarnen, nony4ymTb NnapamMmeTpusaumio getaneu
*HareHepuposatb 1000 mogeneun anga Kaxgoro
Knacca

*MIcnonb3oBaTtb XopoLlune npumMepsbl
reHepaTopoB KNnaccoB Ans reHepauum
LLUIMPOKOro Habopa KnaccoB aetaneun


https://arxiv.org/abs/2504.04753

AKTyarnbHble NpuMepbl padboTbl (XopoLune)




AKTyarnbHble npumMepbl padoTsl ([rnoxue)




CAD-moaenu ana 3 peKoOHCTPYKLUUX NOMELLEHUN

SceneScript

Neural network

https://www.projectaria.com/scenescript/



https://www.projectaria.com/scenescript/

OnucaHne moaenun Yepes nporpamMmMHbIN CKPUNT

Table 1: Complete set of structured language commands designed for detailing archi-
tectural layouts and object bounding boxes. Supported data types can include int,
float, bool. It is important to note that the language’s extensibility allows for easy
augmentation by introducing new commands like make_prim, make_pillar, or enhanc-
ing existing commands, such as incorporating is_double_door (bool).

make_wall (int) make_door (int) make_window (int) make_bbox (int)
id int
class int
position_x float
position_y float
position_z float
angle_z float
scale_x float
scale_y float
scale_z float

id int id int id int
x float wallO_id int wallO_id int
y float walll_id int walll_id int
z float |position_x float | position_x float
x float |position_y float | position_y float
y float |position_z float | position_z float
z float width float width float
height float height float height float




ApXUTEKTypa Mmoaenu

(Choice of) Encoder Structured Scene Language
Soeres 30 make wal:
Sparse 30 Backbone Sparsa 30 make_wall,
Volume Features B - . make wall,
2 Points-only é - :
H G — make_door
E g ¥ make_door
e " \ |
. make_ door
Sparmse 30 Backborw Sparse 30 make_window
Volumes Featurss
make window
Scene Pointcloud Lm] make_window
Image
Foatures
s ¥ Images + Points
-
EX
e
e Sarpt
W Sequence |
Image \ / image - -
Features Festures
Bideochonal -
» l 20-30 Decoder
Transtormar
3 ” ~
S —
< Decsa 30 Dense 30
Egocentric Sequence Vokume Fentures

Images-only




CUHTEeTU4YeCcKun oatacet




make_prim: bbox_id, prim_num, class, center_x, center_y
, center_z, angle_x, angle_y, angle_z, scale_x,
scale_y, scale_z
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Pestome &

3D 3peHne — 3To ceMaHTU4eckoe 3peHne + MeTpu4eckoe 3peHune

,U,J'IFI NnoJ1y4eHun4d 3D paHHbIX Jiyyque BCero ncrosib3oBaTtb CriedunaribHble

CEHCOpPbLI I'J'Iy6I/IHbI N JTa3EepPHbl€ CKaHepPbl, YHTO OrpaHn4YmnBaeT AOCTYIMHbIE
AaTaceTbl

Nmerwmeca 3D gataceTbl oboralowarTcs TEKCTOBbIMU AaHHBbIMU, YTO

npeBpawlaeT ux B MynbTUMOAanbHbIE N akTyanmanpyeT rnpuMeHeHue visual-
language moaenewn

3D LLM Ha4vanu passBmBaTbCA COBCEM HeaBHO, onuparTcs Ha 0bblYHbie LLM
n VLLM

KntoyeBble BOMNPOCHI — 3TO NOAroTOBKAa AaTtaceToB M kak 3D nHdopmauuto
3aKkoaupoBaTh B MPMBbIYHbIE TOKEHbI

[MoaBngaeTcsa BO3MOXXHOCTb UCNOSIb30BaTh A3bIKM NpOorpaMmmmpoBaHnua ang
KOHCTPYKTUBHOIO onnucaHuna 3L moaenen n npocTpaHcTBa
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