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Понятие о 3D зрении



Что такое компьютерное зрение?

Задача зрения: понять, что находится на 

изображении

Компьютерное зрение: построение 

компьютерной модели системы зрения

Компьютерное зрение – часть области 

искусственного интеллекта (АI)

Тест Тьюринга для компьютерного зрения: 

Ответить на любой вопрос про изображении, на 

который может ответить человек.

Source: S. Narasimhan



Что и где? (Семантическое зрение)

Здание

ЛицоТекст

Лицо

Текст

Человек Человек

Необходимо определить, есть ли на изображении объекты заданного 

типа и если да, то определить их положение

Выделение объектов



Какой формы? (Метрическое зрение)

Source: Pollefeys et al.

3-х мерная реконструкция по изображениям

Фотограмметрия



3D зрение

3D зрение = Метрическое зрение + Семантическое зрение

2D детекция

3D детекция



Как получать информацию о 3D?



3D реконструкция по изображениям

Набор изображений Трёхмерная (3D) модель

Пример задачи: построение 3D модели реального объекта 

по набору фотографий из интернета 

Source: Agarwal et. al. Building Rome in a Day. ICCV 2009

https://grail.cs.washington.edu/rome/rome_paper.pdf


Примеры реконструкций



Дубровник



Источники данных – RGB изображения

Пример реконструкции с помощью методов Structure-from-Motion (SfM)



Сенсоры глубины (Depth Camera)

Технология компании PrimeSense, лицензированная 

Microsoft и реализованная в камере Kinect for Xbox 360 

("Project Natal")

"Умная" структурная подсветка в виде 

набора пятен по хитрому шаблону. 

Форма пятна также анализируется 

для оценки глубины и нормалей.
Kinect for Xbox One & 

Kinect for Windows - Time 

of Flight камеры

https://en.wikipedia.org/wiki/PrimeSense
https://en.wikipedia.org/wiki/Kinect


Карты глубины (Depth Maps)

Сенсоры глубины Изображение Карта глубины

• Карта глубины – изображение с 1м каналом, в котором записаны расстояния до 

ближайшего объекта сцены 

• Часто объединяют с RGB изображением, получается RGBD изображение

• Можем использовать обычные методы обработки изображений



Лазерные сканеры



Облака точек

• Облака точек обычно получаются 

(“acquired”) процессом, подобным 

получению изображений

• Например, lidar строит «панораму» 

окружающей сцены 

• Но бывает удобно «забыть» про 

исходную природу 3д точек

• Каждому пикселю изображения с 

глубиной мы можем сопоставить 3Д 

точку. Множество пикселей даст облако 

точек 

• Мы можем объединить информацию с 

разных ракурсов в одно общее облако 

точек



3D задачи и датасеты



3D Captioning

https://cap3d-um.github.io/ (NeurIPS 2023)

Классификация объектов – слишком тривиально, поэтому начнём с 3D captioning!

https://cap3d-um.github.io/


SUN RGB-D Benchmark (2015)

S. Song, S. Lichtenberg, and J. Xiao. SUN RGB-D: A RGB-D Scene Understanding Benchmark Suite, CVPR2015

4 разных камеры, 10,000 RGB-D изображений (размер как у PASCAL VOC), 58,657 3D bounding 

boxes

https://rgbd.cs.princeton.edu/paper.pdf


3D Detection

• Результат - 3D bounding box

• Вариант 1 - Axis Aligned bounding 

box

• Вариант 2 - Oriented bounding

box (повернутый в плоскости земли)

• Оценка совпадения с GT - Intersection

over Union (IoU)

• Оценка качества детекции - mAP @ 

0.25-0.5 IoU



3D Семантическая сегментация



3D Instance & Panoptic Segmentation

• Instance segmentation -

разметка облака 

точек метками отдельных 

экземпляров 

объектов (instance)

• Panoptic segmentation -

двойная разметка облака 

точек и метками экземпляров, 

и метками классов объектов



Stanford 3D Indoor Scene Dataset (S3DIS, 2016)

6 больших сцен

3D реконструкция сцен, облака 

точек, разметка семантики

Armeni et.al. 3D Semantic Parsing of Large-Scale Indoor Spaces, CVPR 2016

https://openaccess.thecvf.com/content_cvpr_2016/papers/Armeni_3D_Semantic_Parsing_CVPR_2016_paper.pdf


ScanNet (2017)

http://www.scan-net.org/ 

• 1513 сканов, 700+ помещений, более 

2.5М RGBD кадров

• Все виды данных выложены, point

cloud, семантическая и instance разметка, и т.д.

• Используется и как бенчмарк, и как обучающий 

набор для большинства методов

http://www.scan-net.org/


Задачи 2D и 3D Visual Grounding

Локализация объекта по текстовому описанию 

(мультимодальная задача)



ScanRefer (2020)

https://daveredrum.github.io/ScanRefer/ (ECCV 2020) 

• 51,583 
текстовых 
описаний для 
11,046 объектов 

• 800 ScanNet 
сцен

• Разметка
вручную через
Amazon Turk

• Проверка
студентами –
нужно найти
объект по
описанию

https://daveredrum.github.io/ScanRefer/


3D Question Answering

• Расширение 3D Visual 
Grounding

• Нужно отвечать на вопросы
о свойствах объектов, 
относительном 
расположении, находить
группы объектов и т.д.

• Ответ бывает текстовый, и 
текст + 3D bbox объектов



ScanQA

https://github.com/ATR-DBI/ScanQA (CVPR 2022) 

ScanNet + ScanRefer + доразметка

https://github.com/ATR-DBI/ScanQA


SceneVerse (2024)

https://scene-verse.github.io/ (ECCV 2024) 

• Объединение датасетов + генерация различных текстовых описаний по шаблонам и LLM

• Можно обучить мощную модель для 3D Visual Grounding

https://scene-verse.github.io/


Суммируем задачи

• 3D classification & 3D object / scene captioning

• 3D detection

• 3D semantic segmentation, 3D instance segmentation, 3D panoptic 

segmentation

• 3D visual grounding как развитие задачи 3D detection

• 3D Question Answering 



Визуальные большие языковые модели



3D-LLM (Первая LLM для 3D)

https://github.com/UMass-Embodied-AGI/3D-LLM (NeurIPS 2023)

Важно – проецирование CLIP признаков в 3D, дополнение фич positional embeddings & 

location tokens

https://github.com/UMass-Embodied-AGI/3D-LLM


Генерация данных для модели



Примеры результатов

• Тогдашние 2D модели

в zero-shot дают 

низкие результаты 

для 3д задач

• LLM даёт буст в 

задаче 3D QA

• Размер модели имеет

значение

• 3D признаки важны



SpatialRGPT: Grounded Spatial Reasoning in Vision Language Model

https://www.anjiecheng.me/SpatialRGPT

https://www.anjiecheng.me/SpatialRGPT


SpatialRGPT: Grounded Spatial Reasoning in Vision Language Model



SpatialRGPT: Grounded Spatial Reasoning in Vision Language Model

• Open Spatial Dataset

• Полностью 
автоматические 
делается по RGB 
изображениям

• 8.7M spatial concepts 
grounded in 5M unique 
regions from 1M images 
from OpenImages

• Filtering + open-
vocabulary image tagging 
model  + Grounding dino 
for bbox + SAM-HQ for 
segmentation 

•  Metric3Dv2 for depth + 
WildCamera for camera 
+PerspectiveFields для 
перевода



SpatialRGPT: Grounded Spatial Reasoning in Vision Language Model



LLaVA-3D

https://zcmax.github.io/projects/LLaVA-3D/ (2024-09)

https://zcmax.github.io/projects/LLaVA-3D/


LLaVA-3D

• 3D Positional Embeddings

учатся через 2х уровневую 

MLP

• Добавляются к признакам

CLIP

• Применяется pooling для

сжатия

• Можно использовать просто

voxel pooling, можно более 

умный (но спорный)

• Для запросов с 3D 

координатами учим простой 

токенизатор (2-х уровневую

MLP)

• Токены-ответы координат 

декодируем в 3D bbox



Датасет и результаты



Работа с CAD-моделями



CAD-модели

Loop - одна замкнутая кривая

Sketch profile – набор loop в одной плоскости

Extrude - "вытягивание" в 3D с каким-то взаимодействием 

с предыдущими 3D формами



3D 

Суть – построение полноценной конструктивной модели (CAD) выбранной детали в инженерном ПО, с целью 
производства точной копии детали. 

Задача реверс-инжиниринга для mechanical design



Важно – (а) нужна высокая точность B-rep (б) операции конструктивного построения могут отличаться между 
конкретными инженерными ПО

Результат реверс-инжиниринга и 3Д реконструкция

Задача реверс-инжиниринга похожа на задачу 3D реконструкции (3D computer vision), но итоговая модель 
представлена не в привычном mesh, а в параметрическом граничном представлении B-rep плюс пошаговая 
история получения этого представления из конструктивных операций

Фотография 
детали

Сетка B-rep с историей 
построения



Реальный процесс реверс-инжиниринга

• Если деталь в устройстве, то устройство последовательно разбираем на части, процесс 

документируем

• На деталь наклеиваются калибровочные метки и она сканируется ручным сканером в 3D

• Деталь фотографируется, проводятся ручные измерения отдельных элементов (фаски, 

отверстия, резьба и т.д.)

• Скан (меш) модели загружается в ПО. Инженер вручную конструирует деталь, чтобы 

результат совпадал со сканом

• Менеджер валидирует результат

Реальное 
устройство из 

множества 
деталей

3D модели всех 
деталей и сборка 

в Компас3Д



Деталь может быть сильно повреждена



Обзор состояния академических исследований

Разделы предметной области:

1. Бенчмарки. 

• Данные, на которых оценивается качество решения задачи.

• Метрики, которые используются для оценки качества решения задачи. 

2. Методы решения задачи

• End-2-end подходы

• Композиция из методов решения отдельных подзадач

3. Данные для обучения

• Датасеты из реальных примеров (часто общие с данными для бенчмарков)

• Методы генерации синтетических данных



Датасеты и бенчмарки

DeepCAD: A Deep Generative Network for 
Computer-Aided Design Models
• 178,238 моделей из OnShape системы, 

взято подмножество ABC датасета

• 8046 моделей в бенчмарк

https://github.com/AutodeskAILab/Fu

sion360GalleryDataset 

20,000 моделей из Fusion360

системы

1725 моделей в бенчмарк

https://cvi2.uni.lu/cc3d-dataset/

https://cvi2.uni.lu/cc3d-ops/

• 37k+ моделей

• 2973 в бенчмарк

• Десятки тысяч моделей

• Простой набор операций

• Синтетические модели без реальных 

сканов

https://arxiv.org/abs/2105.09492
https://arxiv.org/abs/2105.09492
https://github.com/AutodeskAILab/Fusion360GalleryDataset
https://github.com/AutodeskAILab/Fusion360GalleryDataset
https://cvi2.uni.lu/cc3d-ops/


Особенности реальных сканов

Отсутствуют куски поверхности в скане из-за ограниченности ракурсов сканирования на 

практике



Особенности реальных сканов

1)[] рандомные дырки в меше 

(надо заделать) 

2)[] круглые дырки в меше из-за 

меток (надо заделать)

3)[] недосканированные круглые 

отверстия в самой детали которые 

выглядят почти как круглые дырки 

в меше (нельзя заделывать)

4)[] Часть меша принадлежит 

другой детали

Множество небольших артефактов разной природы



Анализ операций и сложности

1. Выдавливание (Extrude) 

2. Вращение (Revolve)

3. Элемент по траектории (Sweep)

4. Элемент по сечениям (Loft)

5. Булевы операции (Boolean)

6. Обечайка (Shell)

7. “Операция без истории”

8. Отдельные детали по ГОСТу

• очень часто

• довольно часто

• редко

• один раз 

Этап 1: Формообразующие операции Этап 2: Дорабатывающие операции

1. Отверстие (Hole)
2. Фаски (Chamfer)
3. Скругления (Fillet)
4. Массивы (Array, Pattern)
5. Надписи / гравировки (Text)
6. Резьба
7. Прочие детали оформления: “отверстие ГОСТ 

14034-74” (Model 30.7), условные обозначения и 
т. п.



Пример - Вращение как формообразующая операция

Винт сердечника



Примеры дорабатывающих операций

Надпись Скругление Отверстие



Метрики

CAD-Recode: Reverse Engineering CAD Code from Point Clouds

https://arxiv.org/abs/2504.04753


Метрики – Пример расчёта

• CD2: 4.5e-3

• IoU: 0.89



import cadquery as cq

 w = cq.Workplane('XY')

 w.box (50, 50,7) - union (
 w.sketch() .circle (20) .circle(15,mode='s")
 . finalize ().extrude(-5) )

Методы – Мультимодальные LLM

CAD-Recode: Reverse Engineering CAD Code from Point Clouds

https://arxiv.org/abs/2504.04753


Датасеты для обучения

CAD-Recode: Reverse Engineering CAD Code from Point Clouds

• Рандомизированная генерация примеров на 

базе операций (profile, extrude)

• Примеры не очень осмысленные 

Подход:

•Выделить 10-20 частых типов деталей

•Промтить LLM, чтобы по описанию класса 

деталей, получить параметризацию деталей

•Нагенерировать 1000 моделей для каждого 

класса

•Использовать хорошие примеры 

генераторов классов для генерации 

широкого набора классов деталей

Рандомизированный подход: LLM-based:

https://arxiv.org/abs/2504.04753


Актуальные примеры работы (Хорошие)



Актуальные примеры работы (Плохие)



CAD-модели для 3Д реконструкции помещений

https://www.projectaria.com/scenescript/

https://www.projectaria.com/scenescript/


Описание модели через программный скрипт



Архитектура модели



Синтетический датасет



Развитие в направление декомпозиции объектов



Резюме

• 3D зрение – это семантическое зрение + метрическое зрение

• Для получения 3D данных лучше всего использовать специальные

сенсоры глубины и лазерные сканеры, что ограничивает доступные

датасеты

• Имеющиеся 3D датасеты обогающаются текстовыми данными, что

превращает их в мультимодальные и актуализирует применение visual-

language моделей

• 3D LLM начали развиваться совсем недавно, опираются на обычные LLM 

и VLLM

• Ключевые вопросы – это подготовка датасетов и как 3D информацию 

закодировать в привычные токены

• Появляется возможность использовать языки программирования для

конструктивного описания 3Д моделей и пространства 
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