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Yero mbl XOTM OT
audio-LLM?

Mbl xoTuM 4TO6bI Audio-LLM morna aenatb Bce yTto
Aenaet obblyHaa LLM

Mbl XOTUM 4YTOObI OHA MO /13 NMPUHNMATb U
dHa/IN3NPOBATb ayANO CUITHAJ1 Ha BXOA,

Mbl XOTUM YTOObI OHa MOI/1a FEHEPMPOBATL ayA4MNO0
CUIHaAN B OTBET, UMes BBUAY aYAMO CUIHA Ha BXOAE,
CMbIC/1 M KOHTEKCT CUTYaLL UK

NHoraa Mbl XOTMM 4TOObI OHA MOT/1a BECTH
MHTEPaKTUBHbIW AMANOT, TO eCTb MOAE/IMPOBATb
CTPYKTYPY AMANIOra: NOHUMATb KOrAa HY>XXHO HayaTb
rOBOPUTb, KOIAa 3aKaHYMBaTb, @ KOrAa HeT
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Cascaded Dialogue Systems

KaCKaAHbIe CNCTEMbI UCNOJIb3YKOT HE3aBUCNMbIE MOAE/TU U HE YUHNTbLIBAOT
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End-to-end Dialogue Systems

TpebyoT MHOr 0 OMNONHUTENbHBIX YCUAUN U AAHHBIX

Ji, Shengpeng, et al. "Wavchat: A survey of spoken dialogue '|II' Input Audio |t ouput Audio [E tput Text B ouput Text  -ooooeees » Optional
models." arXiv preprint arXiv:2411.13577 (2024).



- CeMaHTUUecKue -> Lie/lb: UMeTb NpeACTaB/AeHUS
peyn Kak MoOXHO bonee 6amskmne K peun; 0bbIYHO
reHepupytoTcs us self-supervised nimbo ASR
MOZENAMMU

* AKycTUyeckue -> Lenb: UMeTb NpeaCTaBAEHUS, U3
KOTOPbIX NCXOAHOE ayANO BOCCTAHA/IMBAETCS
HUA peyn Hanbosiee TOYHO

[lpeacTaBne-

* CMeLaHHble -> Leb: 00begnHNTb akyCTUYeckmne
N ceMaHTuyeckme

* Y1066 LLM MOrna reHepupoBaTth peyb, ee
npeACcTaBAeHUS A0JIKHbI ObITb
TOKEHU3UpPyeMbIMU (ANCKPETHBbIMN)
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Hsu, Wei-Ning, et al. "Hubert: Self-supervised speech representation
learning by masked prediction of hidden units." /[EEE/ACM transactions on

audio, speech, and language processing 29 (2021): 3451-3460.



CTC-based
P(Y|X) Whisper-based

I_I pE,ﬂ,CTa BJ/1e- Encoder,

HUA PEYI TR T 32
Speech - (P Q0 Layers

Tokens

CemaHTHnyeckme ASR
Speech

npeacrtaB/1eHUA Tokenizer

32x
Laye.rs

, \
J

\ =

Encoder; )
| Encoder Decoder

Speech X

Hsu, Wei-Ning, et al. "Hubert: Self-supervised speech representation Cao, Nan, et al. "Whisper: Tracing the spatiotemporal process of information diffusion in
learning by masked prediction of hidden units." IEEE/ACM transactions on  real time." IEEE transactions on visualization and computer graphics 18.12 (2012):
audio, speech, and language processing 29 (2021): 3451-3460. 2649-2658.
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Défossez, Alexandre, et al. "High Fidelity Neural Audio
Compression." Transactions on Machine Learning Research.
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Défossez, Alexandre, et al. "Moshi: a speech-text foundation model for
real-time dialogue." arXiv preprint arXiv:2410.00037 (2024).

Adversarial losses

Cosine
Lin. similarity

Distillation

; 5 g|
g - |E I
> o o >
~1g 8% e @
O . E E O o
. I- . . : . = .
e \_J_’._’12 o k_,_’. Split residual vector quantization & reconstruction ._’_,_’._’ ,
z . z

Neural encoder Neural decoder



STanbl

obyueHus

Ji, Shengpeng, et al. "Wavchat: A survey of spoken dialogue
models." arXiv preprint arXiv:2411.13577 (2024).

Text LLM Pre-Training Direct Prefer;%n:oe)Optimization

1. Text intelligence stage 4. Performance enhancement stage

Modality Adaptation and

Alignment Post-training —> Dialogue Dataset Fine-tuning

=
1] [:;]f(opﬁonal) i’
2. Speech-text alignment stage 3. Speech intelligence stage
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Ji, Shengpeng, et al. "Wavchat: A survey of spoken dialogue
models." arXiv preprint arXiv:2411.13577 (2024).



Multi-Task Pre-training

ol I | I | + “Aman says “Hello” in Chinese.”
ASR  Inputaudio “ <|zh|>1R4F .

Detect the language and
, recognize the speech: /_\
Language prompt
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Input audio Query
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ﬁ soothing folk style, cnnve;'s asense 9‘783 3.0 Lose!
of calmness and nostalgia. O‘» Response 1
Response 1
This piece of guitar music evokes a
deep sense of calm and relaxation. .
The gentle strumming patterns and 9.0 Win!
melodies resonate with a feeling of Response 2
Response 2 peacefulness, as if transporting the
listener to a quiet, serene place.
- )

Chu, Yunfei, et al. "Qwen2-audio technical report." arXiv
preprint arXiv:2407.10759 (2024).
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Ji, Shengpeng, et al. "Wavchat: A survey of spoken dialogue
models." arXiv preprint arXiv:2411.13577 (2024).

(a) Simplex: One-way communication, and the direction is fixed.
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(b) Half-duplex: Two-way communication, but not simultaneously.

System
Backchannel

Response User Backchannel Interrupt

(c) Full-duplex: Two-way communication, simultaneously.



ZlynnekcHble CUCTeMbl,

MHTEPAKTUBHOCTb: Moshi

Défossez, Alexandre, et al. "Moshi: a speech-text foundation model for
real-time dialogue." arXiv preprint arXiv:2410.00037 (2024).

1. End-to-end gynnekcHas
audio-llm

2. PaspaboTtann Mimi
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RQ-Transformer
Frame rates
audio infout: 24kHz
token streams: 12.5Hz
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[ Helium Temporal Transformer §3.2 ]
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MOZENNPYIOLLYIO peyb
Mimi ' .y
:” User's audio input

obownx cnmkepos
4. Tlpeanoxunv naero
@ Moshi's audio output

“BHYTpeHHero ananora”
5. O6yuatoT Ha TeKCT -> raw

audio -> ayauno guanorm Inner Monologue §3.4.4

Multi-stream §3.4.3




Ncnonb3ytoT 3a4epXKy akyCTUYECKMX TOKEHOB OTHOCUTE/IbHO CEMAHTUYECKUNX
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Hello, I'm Moshi. [ Hey Moshil ]

Défossez, Alexandre, et al. "Moshi: a speech-text foundation model for
real-time dialogue." arXiv preprint arXiv:2410.00037 (2024).



/ Video-Chat \ / Text-Chat \

& Query:
‘What did the person on the left and the
person on the right say, respectively?

= Query:
Mother's Day is coming soon. Can you help
me write a message for my mom?

( Qwen2.5-Omni Talker )

o b 000000000000 —
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{ "Mom, Mother's Day is almost here, and | just wanted to tell

( The person on the left says, "Welcome everyone to the show."

The persan on the right says, [ Qwen2.5-Omni Thinker J

you how much you mean to me. You've always been there for
me, no matter what. Your love has shaped who | am today.
Thank you for everything you've done for me. | hope this

Mother's Day brings you so much joy and happiness.")
0000EENE..EEE00 /

[Vision Encoder\ [Audio Encoder\
Image-Chat Audio-Chat
y =

“I'm very happy that everyone can watch our show.")

& Query:
Please provide a brief description

i of this music.
E Response: ﬁ Response:
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SoTA:

Qwen2.5-omnl

( Well, since X + Y = 10 and X = 2, you can just substitute the
value of X into the first equation. So it becomes 2 + Y = 10.
Then, if you subtract 2 from both sides, you get Y = 8.So, Y

( it's a pop song in A major with a 4/4 time signature. The chord
progression mainly alternates between A major and D maijor. It
has a tempo of about 90 BPM)
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1. TekcT, BUAEO, ayAMO0 Ha BXOA,; TEKCT, ayA MO Ha BbIXOZ
Thinker-Talker apxutekTypa
BepyT TekctoByto LLM, sobaBasitoT saHKOAEp BU3YasibHOM MHDOPMaL MK 1 ayAno
sHKoAep (whisper)
4. CHavana 3amopaxmatoT napameTpbl LLM v sHKogepoB 1 TpeHnpytoT aganTepsl,
_ . _ , MOTOM 3HKOZAEPbI, N GUHAJIBHO - BCIO MOAE/b
Xu, Jin, et al. "Qwen2. 5-omni technical report." arXiv

preprint arXiv:2503.20215 (2025), 5. Pretrain Ha cbIpbiX MyAbTUMOAANbHBIX AaHHbIX, Aasble instruction following u
DPO




SoTA:

Qwen2.5-omni

Xu, Jin, et al. "Qwen2. 5-omni technical report." arXi
arXiv:2503.20215 (2025).

Moxoxe Ha RQ-transformer kak y Moshi, Ho talker 6epeT Becb KOHTEKCT
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Table 1: Text — Text performance of 7B+ pure text models and Qwen2.5-Omni

Datasets Gemma2-9B Llama3.1-8B Qwen2-7B Qwen2.5-7B Qwen2.5-Omni-7B
General Tasks
MMLU-Pro 52.1 48.3 44.1 56.3 47.0
MMLU-redux 72.8 67.2 67.3 754 71.0
S OT A LiveBenchggs; 30.6 26.7 29.2 35.9 29.6
: : Mathematics & Science Tasks
Qwe N2. 5 -Omnli GPQA 32.8 32.8 34.3 36.4 30.8
MATH 443 51.9 52.9 75.5 715
GSMS8K 76.7 84.5 85.7 91.6 88.7
Coding Tasks
HumanEval 68.9 72.6 79.9 84.8 78.7
MBPP 74.9 69.6 67.2 79.2 73.2
MultiPL-E 534 50.7 59.1 70.4 65.8
LiveC odeBench2305_2409 18.9 8.3 239 28.7 24.6

Xu, Jin, et al. "Qwen2. 5-omni technical report." arXiv preprint
arXiv:2503.20215 (2025).



Table 3: Audio — text performance of State-of-the-art and Qwen2.5-Omni

Datasets Model Performance
SER
WavLM-large (Chen et al., 2022) 0.542
MiniCPM-o (Yao et al., 2024) 0.524
Qwen-Audio (Chu et al., 2023a) 0.557
Meld Qwen2-Audio (Chu et al., 2024a) 0.553
S T A Qwen2.5-Omni-7B 0.570
O . vsC
. CLAP (Elizalde et al., 2022) 0.495
Owen2 S-omni Pengi (Deshmukh et al, 2023) 0.604
’ VocalSound Qwen-Audio (Chu et al., 2023a) 0.929
Qwen2-Audio (Chu et al., 2024a) 0.939
Qwen2.5-Omni-7B 0.939
Music
GiantSteps LLark-7B (Gardner et al., 2023) 0.86
Tempo Qwen2.5-Omni-7B 0.88
MusicCaps LP-MusicCaps (Doh et al.,, 2023)  0.291 | 0.149 | 0.089 | 0.061 | 0.129 | 0.130
P Qwen2.5-Omni-7B 0.328 | 0.162 | 0.090 | 0.055 | 0.127 | 0.225

)

Xu, Jin, et al. "Qwen2. 5-omni technical report." arXiv preprint
arXiv:2503.20215 (2025).
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